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Abstract

Global climate change presents a classic problem of decision making under uncertainty with learning. We provide stochastic dominance theorems that provide new insights into when abatement and investment into low carbon technology should increase in risk. We show that R&D into low-carbon technologies and near-term abatement are in some sense opposites in terms of risk. Abatement provides insurance against the possibility of major catastrophes; R&D provides insurance against the possibility that climate change is marginally worse than average. We extend our results to the comparative statics of learning.
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1 Introduction

While scientists largely agree that humans are changing the climate, there is a great deal of uncertainty about the degree to which emissions of the greenhouse gasses that cause global warming will cause damages in the future. This is part of what is causing a very large debate about how best to proceed in the fight against global climate change. Possible near term policy responses include both restrictions on emissions (through emissions limits or taxes) as well as investment in environmentally friendly technologies. In this paper, we consider how the optimal emissions path and the optimal technology investment are simultaneously impacted by increases in uncertainty about climate damages. We show that in many cases abatement and R&D act as "risk-substitutes": changes in risk that induce an increase in one, induce a decrease in the other.

Our approach to this problem is as follows. We develop an optimization model with two decision variables – abatement (i.e. a reduction of emissions) and investment in improving low-emissions technologies. We investigate how the optimal levels of the two variables change with changes in risk and with changes in the amount expected to be learned in the future. It is well known that in models of climate change, the impact of risk (defined as a mean-preserving spread (Rothschild and Stiglitz, 1970)) on the decision variables is ambiguous. Thus, we define and interpret subsets of increases in risk that lead to unambiguous changes in the vector of decision variables; and relate these subsets of increases in risk to the shape of the marginal benefit functions. By focussing on the shape of the marginals, we provide a unifying approach to analyzing the comparative statics of climate policy under uncertainty and learning.

We provide a brief background on the state of the literature on the comparative statics of uncertainty and learning in the rest of this section. In Section 2 we introduce our model of climate
change policy. In Section 3 we discuss what is known about the shape of the marginal benefits
to abatement and to R&D, and re-interpret the current literature in this context. We introduce
the key assumptions that lead to unambiguous results, and discuss their interpretations and
relevance. In Section 4 we present some new stochastic dominance theorems that are necessary for
comparative statics results in the climate change problem. In Section 5, we apply these theorems
to get insights on how the optimal emission policy and the optimal technology investment policy
are impacted by the uncertainty around climate change. In Section 6 we extend the results to a
partial learning problem. We conclude in Section 7.

1.1 Comparative statics of risk and uncertainty

Our approach is related to the stochastic dominance literature. Papers in this literature consider
different subsets of utility functions, and characterize the changes in probability distributions
that cause expected utility to increase or decrease (see e.g. Hadar and Russel, 1969). The classic
literature considers increasing concave utility functions. There is also some recent work, inspired
by prospect theory, considering increasing S-shaped and reverse S-shaped functions (Levy and
Wiener, 1998). We develop stochastic dominance theorems for less standard sets of functions,
guided by the shapes of the marginal benefits to abatement and to R&D, and apply them to
two-period decision problems to get at the comparative statics of risk and learning.

We start this section by defining an increase in risk, and discussing why we focus on subsets of
mean-preserving-spreads. In Subsection 1.1.2, we introduce a generic decision problem to discuss
the comparative statics of risk, and discuss how our approach compares to other approaches in
the literature.
1.1.1 Definition of Risk

In this paper we focus on increasing risk or mean-preserving-spreads (MPS), as defined by Rothschild & Stiglitz (1970). Let $Z$ represent a random variable.

**Definition 1** $Z$ is riskier (or more uncertain or more variable or an MPS) than $Z'$ iff $E_Z U (Z) \leq E_{Z'} U (Z')$ for all concave $U$.

By definition, this is exactly what risk-avers don’t like. This definition differs from what is often called Second Order Stochastic Dominance, in that SOSD is defined only for increasing, concave $U$. The result of this different definition is that "increasing risk" only orders random variables with equal means; SOSD orders a larger set. In general, the more restrictions that are put on the set of functions $U$, the larger is the set of probability functions that can be ordered; and vice-versa.\(^1\) We focus on MPS because they do not conflate the impact of an increase in mean with an increase in risk; and they are relatively easy to characterize and interpret. Finally, there is an added benefit to considering MPS – there is a strong parallel between MPS and an increase in informativeness, in the Blackwell sense. Thus, through studying what kinds of MPS increase the optimal value of a decision variable, we can infer what kinds of signals increase the optimal value of a decision variable.

1.1.2 Generic Decision Problem

Consider a generic decision problem, where the costs are known but the benefits are uncertain:

$$\max_x E_z [b (x; Z)] - c (x)$$  \hspace{1cm} (1)
where $x$ is a decision variable, $Z$ is a random variable; $b(\cdot, \cdot)$ and $c(\cdot)$ are the costs and benefits of the action. We assume that the problem is well-behaved: $b', c', c'' \geq 0$ and $b'' \leq 0$. The first order condition for this problem is

$$c'(x) = E_Z [Mb(x; Z)]$$

where $Mb = \frac{\partial b}{\partial x}$ represents the marginal benefits to $x$. Any change in the probability distribution of $Z$ that increases (decreases) the expected marginal benefits will cause the optimal value of the decision variable to increase (decrease). Expected marginal benefits will increase (decrease) for all increases in risk if and only if the marginal benefits are convex (concave) in $Z$. This is a direct result of the definition of increasing risk.

Stochastic Dominance theory has been applied to decision theory for about 50 years (See Levy 1992 for a review). This problem, however, was prominently analyzed in the economics literature by Rothschild and Stiglitz (1971). They focused on finding the conditions under which various decision problems had $Mb$ either everywhere convex or everywhere concave. Unfortunately, in more cases than not, marginal benefits are neither convex nor concave. This is especially the case in two period decision problems with learning, such as follows:

$$\max_{x_1} E_Z \left[ \max_{x_2} b(x_1, x_2; Z) - c_2(x_2) - c_1(x_1) \right]$$

Unless the benefits are temporally separable, the second period decision, $x_2$ will generally be a function of the first period decision, $x_1$. Thus, even with extremely simple and well-behaved primitives, it is rare to find $Mb$ that are everywhere convex or concave. When $Mb$ are neither
convex nor concave it implies ambiguity: the optimal action will increase for some increases in
risk and decrease for other increases in risk. This problem — the lack of convexity/concavity of
the $Mb$ — has been noted in an extensive literature, and has been approached in two ways. The
first approach creates new definitions of increasing risk such that $Mb$ will decrease for all risk
aversers. For example Meyer and Ormiston (1985) define a notion of "strong increases in risk"
under which all risk averters will choose less of an action in a specific decision problem. Gollier
(1995) generalizes this result, giving necessary and sufficient conditions for all risk averters to
choose a lower action. The second approach puts restrictions on the set of payoff functions (or
more specifically the utility functions of the decision makers) so that $Mb$ will always decrease.
The seminal paper in this literature is Kimball (1990), who shows that "prudent" decision makers
will increase precautionary savings as risk increases.

In this paper we first characterize the $Mb$ in the climate change problem. These $Mb$ don’t
conform to the general decision problem set up in the literature, which tends to focus on the
impact of risk aversion on decisions (e.g. Jewitt, 1989; Eeckhoudt and Gollier, 1995; Hadar and
Seo, 1998). Based on the characteristics of $Mb$, we find the subsets of MPS under which the
expected $Mb$ will always decrease. Thus, we take clues from each of the two approaches.

1.1.3 Learning

The generic problem was further generalized by Epstein (1980), who considered a two-period
problem with partial learning before the second period, as follows:

$$
\max_{x_1} E\left[ \max_{x_2} E_{Z|Y} b(x_1, x_2; Z) - c_2(x_2) \right] - c_1(x_1)
$$

(4)
where $Y$ is a "signal", a random variable defined on the same sample space as $Z$, thus possibly providing information about $Z$. Using Blackwell’s (1951) definition of a more informative signal, he shows that the first period action $x_1$ increases (decreases) with a more informative signal if and only if the $Mb$ are convex (concave) in the conditional probability distribution $F_{Z|Y}$. Baker (Forthcoming) exploits the parallel between increasing risk and increasing informativeness, showing that, if the benefit is separable in a function of $Z$, then the action in (4) increases with an increasingly informative signal if and only if the action in (3) increases in risk. Thus, once we describe the subset of MPS that causes an action to increase or decrease, we can immediately describe the subset of informative signals that will cause an action to increase or decrease.

2 Climate change model

In this section we present a simple climate change decision model. We represent uncertainty in climate change through a single random variable $Z$ that impacts the damage curve.

\[
\min_{\mu \leq 1, \alpha} c_1 (\mu) + g (\alpha) + \mathbb{E}_Z \left[ \min_{\mu_2 \leq 1} c_2 (\mu_2; \alpha) + D (S - \mu - \mu_2; Z) \right]
\]

(5)

where $\mu, \mu_2$ are first and second period abatement (measured as the fraction of emissions reduced below the business-as-usual level of emissions); $\alpha$ is the impact on the abatement cost curve from technological change; $S$ is the current stock of emissions; $Z$ is the random variable (with range $\mathbb{R}^+$) that impacts damages; $c_1, c_2$ are the abatement cost functions in the first and second period; $g$ is the cost of achieving technical change equal to $\alpha$, and $D$ is the damage from global climate change. We make the standard assumptions that $g, c_1, c_2$ are increasing and convex; and that
$D$ is increasing and convex in the stock $s = S - \mu - \mu_2$. Furthermore, the random variable $Z$ is defined so that $D$ is increasing and (weakly) convex in $z$; and that $D(s_H, z) - D(s_L, z)$ is increasing and (weakly) convex in $z$ for all $s_H > s_L$. These assumptions imply that uncertainty is something to be concerned with: it increases both the expected damages and the expected marginal damages. In Section 6 we will consider a special case of this last assumption where $D$ is multiplicatively separable in $s$ and $z$: $D(s, z) = h(z)\tilde{D}(s)$ with $h, \tilde{D}$ increasing and convex.

A further, important special case is when $h(z) = z$.

Finally, throughout the paper we assume that technical change takes a specific form, namely that it will decrease the cost of abatement proportionally: $c_2(\mu_2; \alpha) = (1 - \alpha)c_2(\mu_2)$. Baker, Clarke, and Weyant (2005) have argued that this assumption is a good representation of technical change aimed at reducing the cost of low-carbon alternatives, and that this kind of technical change can be a hedge against some increases in uncertainty. We note here that other assumptions on how technical change impacts the cost curve can have fundamentally different results. We do not mean to imply that all technical change is the same.

Abatement in the second stage is assumed to be optimal, and to depend on climate damages. Formally, the optimal interior value of $\mu_2^*(z)$ (where lower-case $z$ represents a realization of the random variable $Z$) satisfies the first order condition

$$\frac{\partial c_2}{\partial \mu_2} = \frac{\partial D}{\partial s}$$

(6)

We may, however, have a corner point solution, where $\mu_2^*(z) = 1$ and $\frac{\partial c_2}{\partial \mu_2} \leq \frac{\partial D}{\partial s}$. We define $\bar{z}$ as the "full abatement point", the level of damage that induces the corner point solution: $\mu_2^*(z) = 1$ for all $z \geq \bar{z}$. This point is central to many of the results following. Figure 1 illustrates optimal
second period abatement when a full abatement point, $\bar{z}$ exists.

![Graph](image)

Figure 1: Optimal second period abatement as a function of the random variable $z$. Full abatement is optimal if $z \geq \bar{z}$.

The first order conditions for $\mu$ and $\alpha$ are as follows:

$$g'(\alpha) = E_z [c_2(\mu^*_2)]$$

$$c'_1(\mu) = E_z [D'(S - \mu - \mu^*_2; Z)]$$

where $\mu^*_2$ is second period optimal abatement.

The right-hand-sides of (7) and (8) are the marginal benefits to R&D and to near term abatement. The marginal benefits to investing in R&D are equal to the expected cost of optimal abatement; the marginal benefits to abating in the first period are equal to the expected marginal damages. Thus, we need to investigate the shape of the cost of optimal abatement and the shape of the marginal damages,$^7$ as a function of the random variable $Z$. Note that the impact of risk on the net marginal benefits (the benefits minus the costs) are exactly equal to the impact of risk on the gross marginal benefits.
3 The shape of the marginals

At the heart of this paper (and, we argue, driving all previous results) are the shapes of the marginal functions. We illustrate the concepts using the shapes induced from quadratic assumptions. We then use this context as a unifying to device to interpret the state of the current literature. We go on to discuss how different sets of assumptions lead to implications about the shapes of the marginals, which then lead to comparative statics results.

3.1 An illustration

Figure 2 illustrates the shape of the marginal benefits to abatement and to R&D, under the assumptions that costs and damages are quadratic, damages are linear in $z$, and abatement in both periods is restricted to be less than or equal to 1. The marginal benefits to abatement (the upper, solid line) are equal to $D'(S - \mu - \mu_2^*; Z)$ and here are graphed as a function of $Z$. Note that changes in $Z$ have a direct effect on marginal damages (which would be linear in this case), and an indirect effect through optimal second period abatement $\mu_2^*$. They are concave in $z$, until the full abatement point, $\bar{z}$. This reflects the fact that before full abatement, second period optimal emissions decrease as damages get worse. Thus, marginal damages are concave (in fact this is true as long as $D'' \leq 0$). When the full abatement point is reached, however, second period emissions can no longer be reduced and marginal damages become linear in the variable $z$. The slope of the linear part of the curve is always higher than the slope of the concave part of the curve, thus the curve is reverse S-shaped with inflection at $\bar{z}$. (See Baker, 2005 for proofs). The key points here are 1) marginal damages are initially concave since there is room to respond optimally in the second period; 2) there is an inflection point at full abatement; and 3)
the shape of the marginal benefits to abatement after the inflection point depends only on the
direct effect of the random variable on the marginal damages.

Figure 2: The marginal benefits of abatement and R&D as a function of multiplicative uncertainty on damages, $Z$. The marginal benefits to abatement are equal to $D' (S - \mu - \mu_2^*; Z)$; the marginal benefits to R&D are equal to $c (\mu_2^*)$. The dashed line represents the marginal benefits to abatement, holding second period abatement constant at full abatement $\mu_2 = 1$: $D' (S - \mu - 1; Z)$.

The marginal benefits to R&D are equal to $c_2 (\mu_2^*)$. This is impacted indirectly by $Z$, since $Z$ impacts optimal emissions, $\mu_2^*$. This marginal has a shape that is in some sense opposite to the marginal for abatement. The cost of optimal abatement is convex at $z = 0$, since $c_2 (\cdot)$ is convex and $\mu$ is increasing in $z$. However, optimal abatement is concave in $z$ – it becomes increasingly expensive to reduce the next unit of emissions, therefore the marginal reduction in emissions slows down. This leads to an inflection point $\hat{z} \leq \bar{z}$ after which the cost of optimal abatement is concave. Finally, the cost of optimal abatement is constant for $z \geq \bar{z}$ since abatement is constant for that range. This leads the marginal benefits of R&D to be S-shaped. The key points here are 1) optimal cost is initially convex if cost is convex and abatement is increasing rapidly near the origin; 2) optimal cost will generally become concave in high damages, since optimal abatement will be strongly concave (as it approaches a maximum level); and 3) if a full
abatement point exists, then optimal cost will be constant after this point.

The figure shows that for both control variables the marginal benefits are neither convex nor concave under even these extremely simple assumptions, and thus both optimal abatement and optimal R&D will increase with some increases in risk and decrease with other increases in risk.

3.2 Prior Results and the shape of the marginals

There has been a substantial amount of work analyzing the impact of uncertainty and learning on optimal abatement. The most common result has been that the impact of uncertainty and learning on abatement is ambiguous. This result is driven by two conflicting irreversibilities. On the one hand, the ability to react in the second period (increasing abatement if damages are high) puts a downward pressure on first period abatement. This is because the resources allocated to abatement in the first period cannot be recouped in the second period. On the other hand, if the damages from climate change turn out to be very high, then the ability to react is limited: second period abatement is restricted to full abatement. Thus, the irreversibility of emissions will bite in this case. This puts an upward pressure on abatement, but only in proportion to the probability that damages are high enough to induce full abatement. The first irreversibility induces the concavity in marginal damages seen near the origin; the second irreversibility induces the convexity at the full abatement point.

A prominent example of these kind of results on optimal abatement is found in Ulph and Ulph (1997). They go on to show in Lemma 3iii that if the mean damages are high, \( E[z] > \tilde{z} \), then abatement will be higher under risk than under no risk.\(^9\) To understand how this result is related to the shape of the marginal damages see Figure 3. Note that any simple MPS around any point
Figure 3: The thick dashed line represents an MPS in the random variable $Z$; the thinner dashed line represents an additional MPS. Expected marginal damages first increase, and then decrease with the successive MPS.

above $\bar{z}$ will lead to (weakly) higher expected marginal damages due to the convexity induced by the full abatement point. This is illustrated in this case by both dotted lines. However, note that the thinner dotted line represents a riskier distribution than the thicker, and yet the expected marginal damages decrease with a move to the riskier distribution. In Proposition 1 below we provide a related, but more general result, removing the restriction on the mean and allowing for successive increases in risk.

Webster (2002) analyzes a similar model and concludes again that the impact of risk is ambiguous, and that what matters is how the probability is redistributed. This paper will address this question explicitly. Baker (2005), Kolstad (1996), and Gollier, Julien, and Treich (2000) each consider the impact of an increase in learning. Gollier et al. conclude that if utility is extremely "prudent", then abatement will increase with increases in learning. What this means in terms of the illustration, is that if the marginal utility is extremely concave, it can cause the marginal benefits to abatement to be everywhere convex. Kolstad shows numerically that
if the mean is low ($E[z] << \bar{z}$) then increases in learning, represented as a star-shaped spread, lead to a small increase in optimal emissions. A star-shaped spread in learning is equivalent to a symmetric MPS. It can be seen from the illustration that a symmetric MPS around a small $z$ will lead to lower expected marginal damages, since marginal damages are concave at that point. The work in this paper indicates that asymmetric increases in risk and in learning can induce different results. Baker extends the above model to a non-cooperative game, showing that if damages are perfectly negatively correlated across players, then strategic behavior induces convexity in the marginal damages, and equilibrium emissions decrease in risk and in learning.

We note that numerical explorations have shown that the impact of uncertainty and learning on optimal emissions tends to be quite small (Kolstad 1996, Ulph and Ulph 1997).

We know of very little work considering how optimal R&D is impacted by uncertainty and learning other than (Baker et al., 2005) mentioned above.

3.3 What can be inferred about the shape of the marginals?

In the first subsection below we discuss how very weak assumptions about the costs and damages of climate change, coupled with the assumption that a full abatement point exists, lead to something we call generalized convexity/concavity in the marginals. In the following subsection we discuss, both qualitatively and mathematically, what kinds of assumptions lead to marginals that are convex/concave near the origin. Finally, in the last subsection we discuss the special case of S-shaped marginals.
3.3.1 Generalized convexity/concavity

In this section we assume that a full abatement point exists. Formally, it is defined as $\bar{z}(\mu, \alpha)$ such that $\mu^*_2(z, \mu, \alpha) = 1$ for all $z \geq \bar{z}(\mu, \alpha)$, i.e. it is the level of damage that induces a corner point solution in the second period.

Marginal damages We assume that marginal damages are increasing in $z$. If this were not true, then optimal abatement would decrease with an increase in damages – theoretically possible, but not likely. The standard assumption that damages are convex in the stock of emissions implies that marginal damages are decreasing in abatement; therefore, we can conclude that

$$\frac{\partial D(S - \mu^*_2(z); z)}{\partial S} \geq \frac{\partial D(S - \mu^*_2(\bar{z}); z)}{\partial S}$$

Namely, marginal damages when abatement is optimal are (weakly) greater than marginal damages when abatement is full. Furthermore, under the assumption that marginal damages are convex in $z$ (holding abatement constant), we can say that marginal damages are convex in $z$ after full abatement, that is for $z \geq \bar{z}$. Thus, the marginal benefits to abatement belong to the set of what we call "Generalized rightward convex" functions. Formally, we define the set $\Delta_{\bar{z}}$: all increasing functions $d : \mathbb{R} \rightarrow \mathbb{R}$, such that there exists a continuous, convex function $\kappa(z)$ with the following properties

1. $d(z) \geq \kappa(z)$ for all $z \leq \bar{z}$.

2. $d(z) = \kappa(z)$ for $z \geq \bar{z}$.

The left hand panel in Figure 4 illustrates 4 representative functions in this set, each with the same underlying convex function $\kappa(z)$. These functions are convex around all points to the right of the inflection point (that is for any points $x, x'$ such that $\gamma x + (1 - \gamma) x' \geq \bar{z}$, it is true that $\gamma d(x) + (1 - \gamma) d(x') \geq d(\gamma x + (1 - \gamma) x')$). Note that all convex functions as well as all...
Figure 4: Each panel illustrates four representative functions. Each of the functions in the lefthand panel belongs to the set $\Delta_{\bar{z}}$ of generalized convex functions; each of the functions in the righthand panel belongs to the set $\Psi_{\bar{z}}$ of generalized concave functions.

reverse S-shaped functions with inflection point less than or equal to $\bar{z}$ are subsets of $\Delta_{\bar{z}}$.

**Optimal costs** If marginal damages are increasing in $z$, then optimal abatement is weakly increasing in $z$. This implies that the cost of optimal abatement is (weakly) increasing in $z$; and that it is constant in $z$ for $z \geq \bar{z}$. Thus, the cost of optimal abatement, $c(\mu^*_2)$, belongs to the set of what we call "Generalized rightward concave" functions. Formally, we define the set $\Psi_{\bar{z}}$ as all increasing functions that are constant for $z \geq \bar{z}$. The right hand panel in Figure 4 illustrates 4 representative functions in this set. These functions are concave around points to the right of the inflection point (that is for any points $x, x'$ such that $\gamma x + (1 - \gamma) x' \geq \bar{z}$, it is true that $\gamma f(x) + (1 - \gamma) f(x') \leq f(\gamma x + (1 - \gamma) x')$. Note that all concave functions and S-shaped functions with inflection point less than or equal to $\bar{z}$ are subsets of this set.
3.3.2 Concavity/Convexity near the origin

Marginal damages  As we have seen, under quadratic assumptions, and in most of the literature, marginal damages are concave in the random variable as long as damages are not too high. This is driven largely by the ability to respond to damages in the second period. When might this not be true? First, if costs were extremely convex at low levels of abatement, then abatement could be extremely concave, possibly inducing marginal damages that were convex. However, we know of no experts who are claiming that even a small amount of abatement will be extremely expensive; to the contrary many argue that initial abatement will come at a very low price, through increases in efficiency for example. Second, if marginal damages are very convex in the random variable itself (holding abatement constant), this may induce a convexity in optimal marginal damages. This second issue is relevant if we are concerned about a particular random variable, say climate sensitivity, and marginal damages are quite convex in climate sensitivity (holding abatement constant). In general we can conclude that marginal damages will be concave at low levels of damage as long as neither costs nor damages are too convex.

Mathematically, assuming that damages are linear in the random variable $Z$, Baker (2005) shows that marginal damages are always concave at $z = 0$; and that a sufficient condition for marginal damages to be concave for all $z \leq \bar{z}$ is that $D'' \leq 0$ and $c_2'' \leq 0$.

Optimal costs  Again, the quadratic assumptions show optimal costs to be convex near the origin. This will hold as long as the cost of control is convex in the abatement level; and optimal abatement is not too concave in damages. As argued above, under assumptions of the existence of "low-hanging fruit", the cost of abatement itself is not likely to induce extremely concave abatement at low damage levels.
Mathematically, in the on-line Appendix we show that the cost of optimal abatement is convex at \( z = 0 \) if \( D \) is linear in \( z \) and costs are more convex than damages, \( \frac{c''}{c''} \geq 2 \frac{D''}{D''} \). This inequality is likely to hold in the case of climate change, since damages are a function of the stock of emissions, whereas costs are a function of the flow of emissions, and the flow is very small compared to the stock. Thus marginal damages tend to be nearly linear in the flow.

**Concavity/Convexity everywhere to the left of the inflection point** Here we provide sufficient conditions for marginal damages to be reverse S-shaped and optimal abatement cost to be S-shaped. This is true when uncertainty is linear as long as \( c''_2, D'' \leq 0, \frac{c''}{c''} \geq 2 \frac{D''}{D''} \) and \( c_2(1) < \infty \). In particular, if \( D''' = 0 \), then both marginals have their inflection point at \( \bar{z} \).

## 4 Stochastic Dominance Theorems

In this section we present new stochastic dominance theorems based on the shapes we determined for the marginals above. Table 1 summarizes the sets of functions (related to the shapes of the marginals) used in the stochastic dominance theorems. We focus on two subsets of MPS. In the first section we focus on MPS that stretch the tail of the distribution to the right; in the second we consider MPS where the risk is mainly increased to the left of an extreme point.

### 4.1 Generalized Convexity/Concavity

In this section we present stochastic dominance theorems for the sets of generalized convex and concave functions. Since each of these sets are convex/concave around points to the right of the inflection point, we consider an MPS that stretches or skews the distribution to the right, while
leaving the relative probabilities to the left of the inflection point unchanged. Let $F$ and $G$ be cumulative probability distributions. First we define the probability distribution to the left and the right of the inflection point. These are the original probability distributions normalized.

\[
F_L \equiv \begin{cases} 
\frac{F(x)}{F(\bar{z})} & x \leq \bar{z} \\
1 & x \geq \bar{z}
\end{cases}
\]  

(9)

\[
F_R \equiv \begin{cases} 
0 & x \leq \bar{z} \\
\frac{F(x) - F(\bar{z})}{1 - F(\bar{z})} & x \geq \bar{z}
\end{cases}
\]  

(10)

Let the means of $F_L$ and $F_R$ be written as $\eta_{FL}$ and $\eta_{FR}$. Now we define an MPS that is right-skewed around a point $\bar{z}$.

**Definition 2** $G$ RMPS$_{\bar{z}}$ $F$ if $G$ MPS $F$ and $G_L = F_L$

If $G$ RMPS$_{\bar{z}}$ $F$ then it follows that $G(\hat{z}) \geq F(\hat{z})$, $\eta_{GR} \geq \eta_{FR}$, and that $G$ RMPS$_{\bar{z}}$ $F$ for all $\hat{z} \leq \bar{z}$. Figure 5 provides an example of an RMPS. The probability of an extreme event (defined as any $z \geq \bar{z}$) is lower, but the expected damages given an extreme event (i.e. $E[Z|Z \geq \bar{z}]$) are higher.

![Figure 5: A right-skewed MPS around $\bar{z}$.
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Following the stochastic dominance literature, we say that $G$ dominates $F$ on the set $\Upsilon$ if

$$\int u(x)\,dG \geq \int u(x)\,dF \quad \forall u \in \Upsilon \quad (11)$$

Now we present our stochastic dominance theorems for generalized rightward convexity and concavity, respectively. See the Appendix for proofs.

**Theorem 1** If $G$ RMPS $F$ then $G$ dominates $F$ on $\Delta_{\bar{z}}$, the set of generalized rightward convex functions.

**Theorem 2** If $G$ RMPS $F$ then $F$ dominates $G$ on $\Psi_{\bar{z}}$, the set of generalized rightward concave functions.

### 4.2 Concave/Convex near the origin

In this section we present stochastic dominance theorems for functions that are convex or concave to the left of the inflection point, and linear or constant to the right. Thus, we consider an MPS near the origin, leaving the tail of the distribution unchanged.

Define the set $\delta_{\bar{z}}$ as all increasing functions that are concave for $z \leq \bar{z}$ and linear for $z \geq \bar{z}$.

**Theorem 3** if $G$ MPS $F$ and $F(\bar{z}) = G(\bar{z})$ and $\eta_{FR} = \eta_{GR}$ then $F$ dominates $G$ on the set $\delta_{\bar{z}}$

Define the set $\Omega_{\bar{z}}$ as all increasing functions that are convex for $z \leq \bar{z}$ and constant for $z \geq \bar{z}$.

**Theorem 4** if $G$ MPS $F$ and $F(\bar{z}) \geq G(\bar{z})$ and $G_L$ MPS $F_L$ then $G$ dominates $F$ on the set $\Omega_{\bar{z}}$
4.3 S-shaped functions

Define the set \( \Upsilon_{p\bar{z}} \) as the set of increasing payoff functions that are convex for \( x < \bar{z} \) and concave for \( x > \bar{z} \); and the set \( \Upsilon_{m\bar{z}} \) as the set of increasing payoff functions that are concave for \( x < \bar{z} \) and convex for \( x > \bar{z} \). These are the sets of S-shaped and reverse S-shaped functions. See the on-line Appendix for proof of the following theorem.

**Theorem 5** If \( G \) is an MPS of \( F \), then the following three statements are equivalent:

1. \( F = G \) for \( x > \bar{z} \) (\( x < \bar{z} \))
2. \( G \) dominates \( F \) on the set \( \Upsilon_{p\bar{z}} \) (\( \Upsilon_{m\bar{z}} \));
3. \( F \) dominates \( G \) on the set \( \Upsilon_{m\bar{z}} \) (\( \Upsilon_{p\bar{z}} \)).

<table>
<thead>
<tr>
<th>Set Notation</th>
<th>Set Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta_{\bar{z}} )</td>
<td>( { f</td>
</tr>
<tr>
<td>( \Psi_{\bar{z}} )</td>
<td>( { f</td>
</tr>
<tr>
<td>( \delta_{\bar{z}} )</td>
<td>( { f</td>
</tr>
<tr>
<td>( \Omega_{\bar{z}} )</td>
<td>( { f</td>
</tr>
<tr>
<td>( \Upsilon_{p\bar{z}} )</td>
<td>( { f</td>
</tr>
<tr>
<td>( \Upsilon_{m\bar{z}} )</td>
<td>( { f</td>
</tr>
</tbody>
</table>

Table 1: Summary of Set Definitions

5 Application of Theorems to climate change

In this section we combine the discussions in Section 3 on the shape of the marginals with the Theorems from Section 4 to get comparative statics results for climate change. The first proposition says that if we believe that a full abatement point exists, and that uncertainty is
something to be concerned about (in the sense that expected damages increase in uncertainty) then increases in risk that stretch the tail of the probability distribution lead to optimally higher abatement and lower R&D investments.

**Proposition 1** Assume full abatement is optimal at $\bar{z}$ and marginal damages $D'(s; Z)$ increase in $Z$. Then optimal R&D will decrease with RMPS$_z$. If marginal damages are (weakly) convex in the random variable $Z$ (holding second period abatement constant) then optimal first period abatement will increase with RMPS$_z$. Precisely, let $\alpha(F), \mu(F)$, be the optimal values of the decision variables given distribution of damages $F$, and $\bar{z}(F)$ the full abatement point given $\alpha(F), \mu(F)$. If $G$ RMPS$_z F$ for any $\hat{z} \geq \bar{z}(F)$ then $\alpha(G) \leq \alpha(F)$ and $\mu(G) \geq \mu(F)$.

**Proof.** If marginal damages increase in $Z$, then optimal abatement increases in $Z$. If, additionally, $\bar{z}$ is the full abatement point, then $c(\mu^*_2) \in \Psi_{\bar{z}}$, the set of generalized rightward concave functions. Theorem 1 implies that the RHS of (8), $E[c(\mu^*_2)]$, is higher under $G$, and therefore the optimal $\mu$ is higher. If marginal damages (holding 2nd period abatement constant) are increasing and (weakly) convex then $D'(S - \mu - \mu^*_2; Z) \in \Delta_{\bar{z}}$, the set of rightward convex functions. Theorem 2 implies that the RHS of (7), $E[D'(S - \mu - \mu^*_2; Z)]$, is lower under $G$, and therefore optimal $\alpha$ is lower. ■

An RMPS means that there is a higher likelihood of being in the lower part of the distribution (where the lower part is defined by the inflection point, $z \leq \bar{z}$); but given that damages are in the higher part of the distribution, expected damages are now worse. In terms of R&D this means that the overall probability of full abatement is lower, thus the expected benefits from R&D decrease with the RMPS. For abatement, this means that if the irreversibility constraint does bite, it bites harder. Thus, it provides an incentive for leaving a little more flexibility to
reduce emissions.

The next proposition makes stronger assumptions that lead to marginal damages being concave and optimal cost being convex everywhere before full abatement. Under these assumptions, a change in the distribution of damages that is riskier in the left-hand side of the distribution, but keeps the probability of extreme events the same, will decrease abatement and increase optimal R&D.

**Proposition 2** Let damages be linear in the random variable \( Z \), \( D'' = 0 \), \( c''_2 \leq 0 \), \( \frac{c''_2}{c''_2} \geq \frac{D''}{D''} \) and let \( \tilde{z}(F) \) be the full abatement point given \( F \). Then abatement is decreasing (\( \mu(G) \leq \mu(F) \)) and \( R&D \) is increasing (\( \alpha(G) \geq \alpha(F) \)) whenever \( G \) MPS \( F \), \( F(\tilde{z}) = G(\tilde{z}) \), and \( G_L \) MPS \( F_L \).

**Proof.** Given that damages are linear in \( Z \), \( D'' = 0 \), and \( c''_2 \leq 0 \), \( D'(S - \mu - \mu_2^*; Z) \in \delta_{\tilde{z}} \). Theorem 3 then implies that marginal damages are decreasing in the MPS described in the proposition. Under the additional assumption that \( \frac{c''_2}{c''_2} \geq \frac{D''}{D''} \), then \( c(\mu_2^*) \in \Omega_{\tilde{z}} \). Theorem 4 implies that optimal cost is increasing in the MPS described in the proposition. Thus, optimal abatement is decreasing and optimal R&D is increasing. □

The next proposition is similar to the previous one. It has weaker assumptions on the marginals (they are only required to be concave/convex near the origin), but a more restrictive set of MPS.

**Definition 3** \( \hat{z}(F) \equiv \)

\[ \sup \left\{ \hat{z} : D'(S - \mu - \mu_2^*; z) \text{ concave in } z \text{ and } c(\mu_2^*) \text{ convex in } z \text{ for } z \leq \hat{z} \mid \alpha(F), \mu(F) \right\} \]

**Proposition 3** For any \( F \) for which \( \hat{z}(F) \) exists, optimal abatement is decreasing (\( \mu(G) \leq \mu(F) \)) and optimal \( R&D \) is increasing (\( \alpha(G) \geq \alpha(F) \)) whenever \( G \) MPS \( F \) and \( F = G \) for \( \forall z > \hat{z}(F) \).
**Proof.** The assumption that \( \hat{z}(F) \) exists implies that optimal marginal damages are concave and optimal cost is convex for all \( z \leq \hat{z}(F) \). Thus, Theorem 5 implies that expected marginal damages are decreasing and expected optimal cost is increasing for an MPS to the left of \( \hat{z} \); implying that optimal first period abatement will decrease and optimal R&D spending will increase.

![Figure 6](image)

Figure 6: Both panels illustrate probability distribution functions over \( z \equiv \) percentage GDP loss given a 2.5\(^\circ\)C warming. The righthand panel represent an "MPS to the left" as compared to the lefthand panel, where the inflection point could be any point between 5 and 20.

Figure 6 illustrates an MPS to the left of the full abatement point, as in Proposition 3. If we assume that full abatement is optimal given a 20% loss of GDP, then such an MPS would cause optimal first period abatement to decrease but optimal spending on low-carbon technology R&D to increase. Abatement decreases because expected second period abatement is lower after the MPS, and neither the likelihood nor the magnitude of suffering high damages has changed. R&D increases because the expected benefits from R&D are higher after the MPS.
5.1 Role of assumptions

5.1.1 Costs and Damages Not separable

The decision problem in (5) implies that the decision maker is risk-neutral, has perfect elasticity of substitution across time, and that costs of abatement are separable from damages. All of these assumptions are reversed if we put a utility function around second period costs and damages. Theoretically, this can change the shape the marginal benefits to abatement and to R&D. Specifically, the right-hand sides of the first order conditions (7) and (8) will be multiplied by the marginal (dis)utility. If utility reflects extreme prudence, then the marginal benefits to both abatement and R&D could be everywhere convex. For example, Gollier, Julien, and Treich (2000) have shown, in a slightly different model, that marginal damages can become everywhere convex. The level of curvature required, however, was very large, and thus may not be very relevant. Moreover, the results presented here are consistent with Baker, Clarke, and Weyant (2005), who used the DICE model, which has a log utility function, to test how optimal R&D responds to increases in risk.

5.1.2 Full Abatement

In the above propositions we assume that full abatement is achievable, but that abatement is capped at 1. It may be argued, on the one hand, that full abatement is not possible, that the cost of abatement goes to infinity as abatement approaches one. It may be argued, on the other hand, that there is no strict limit on abatement, that it is physically possible to remove carbon emissions from the atmosphere. Sufficient conditions for a full abatement point to exist are that the cost of abatement is finite at full abatement, it is impossible to reduce the flow of emissions
below zero, and damages increase indefinitely as \( z \) increases. Even if a full abatement point does not exist, however, the results for optimal abatement will hold as long as 1) there exists some value \( k \) such that \( \mu_2^*(z) \leq k \forall z \) and 2) \( \bar{z} \) is such that \( \mu_2^*(z) \geq k - \varepsilon \forall z \geq \bar{z} \) where \( \varepsilon \) is sufficiently small. This is because the key to the abatement results is that the second period ability to react must become severely limited at some point.

On the other hand, in the absence of a full abatement point, it is theoretically possible that the optimal cost of abatement is everywhere convex, in particular, if marginal damages are very convex in the stock and full abatement is not achievable. In this case, the optimal investment in alternative R&D would unambiguously increase in risk. It would be interesting to see if any technologically-detailed integrated assessment models could induce such a result, and what kinds of assumptions it would require.

A second question is whether the full abatement point, if it exists, is relevant. To answer that requires more in-depth expert assessments on the possible damages from climate change than have been done to this point. We note that some models indicate that full abatement may be optimal if our goal is to stabilize the stock of emissions at 350ppmv (Wigley et al., 1996), and that this stabilization goal may be optimal if damages turn out to be severe. Thus, it would appear that there is a positive probability that climate change could induce full abatement.
6 Learning

These results can be extended to partial learning. We can re-write the climate change decision problem as a problem of sequential decision making under partial learning, as follows:

\[
\min_{\mu, \alpha} c_1 (\mu) + g (\alpha) + E_Y \left[ \min_{\mu_2} E_{Z|Y} \{ c_2 (\mu_2; \alpha) + D (S - \mu - \mu_2; Z) \} \right]
\]  

(12)

where \( Y \) is a random variable defined on the same space as \( Z \), thus it may give some information about \( Z \). We define a more informative signal in the Blackwell sense: \( Y \) is more informative than \( Y' \) if every decision maker is (weakly) better off under signal \( Y \) than \( Y' \). Baker (Forthcoming) shows that if the damages \( D \) are linearly separable in a function of \( Z \), then the impact of learning more is the same as the impact of increasing risk. To illustrate the intuition behind this, assume that \( D \) is linear in \( Z \). Then (12) simplifies to

\[
\min_{\mu, \alpha} c_1 (\mu) + g (\alpha) + E_Y \min_{\mu_2} [ c_2 (\mu_2; \alpha) + E [Z|Y] D (S - \mu - \mu_2)]
\]  

(13)

As \( Y \) increases in informativeness, the random variable \( E [Z|Y] \) increases in risk. For intuition consider the two extreme cases. If \( Y \) is independent from \( Z \) then \( E [Z|Y] = E [Z] \) for all possible realizations of \( Y \): the random variable \( E [Z|Y] \) is constant. On the other hand, if \( Y \) provides perfect information about \( Z \), that implies that \( E [Z|Y] = Z \), i.e. the variability of \( E [Z|Y] \) will be exactly equal to the variability of \( Z \). Thus, an increase in the informativeness of the signal has the same qualitative impact as an increase in the risk of the random variable.

The broad intuition of this result is as follows: if in problem (13) we expect to have more information before we choose 2nd period abatement \( \mu_2 \) then we will want to choose 1st period
abatement and R&D in such a way to leave ourselves more flexibility to react to what is learned. Similarly, the more prior risk we face in problem (5), the more flexibility we would like when choosing $\mu_2$. Hence, an increase in informativeness and an increase in risk have similar effects on first period decisions.

Just as current decisions in (5) depend on the probability distribution of $Z$; in the learning model (13) current decisions depend on the distribution of $E[Z|Y]$. Thus, a more informative signal that induces an RMPS in $E[Z|Y]$ will have the same impact as an RMPS in $Z$. Here we present a proposition that generalizes Proposition 1. The proofs of Propositions 4 and 5 follow from an application of Theorem 1 of Baker (Forthcoming).

**Proposition 4** Assume that damages are multiplicatively separable in the random variable: $$D(s, Z) = h(Z) \tilde{D}(s).$$ Then, under the assumptions of Proposition 1, optimal R&D will decrease and optimal first period abatement will increase with a more informative signal that induces a RMPS $\bar{z}$ in $E[Z|Y]$.

Say that $Y'$ is more informative than $Y$, and induces an RMPS $\bar{z}$ in $E[Z|Y]$. This means that the probability distribution over $E[Z|Y]$ is the same as the probability distribution over $E[Z|Y']$ given that $E[Z|Y], E[Z|Y'] \leq \bar{z}$. Stated another way, given that the signals indicate that damages are "low" ($E[Z|Y] \leq \bar{z}$), we cannot differentiate between the signals. However, the probability that the more informative signal says "low" is higher; and given that the signal says "high" ($E[Z|Y] \geq \bar{z}$), expected damages are higher under the more informative signal. Consider signals that have only two outcomes, high or low. Then the more informative signal is an RMPS if it has the same chance of a false negative ($\Pr(Z > \bar{z}|Y = low) = \Pr(Z > \bar{z}|Y' = low)$) but a lower chance of a false positive $\Pr(Z < \bar{z}|Y = high) > \Pr(Z < \bar{z}|Y' = high)$. 

28
Figure 7 presents an example of a more informative signal that is isomorphic to an RMPS. Uncertainty about damages is represented by the random variable $Z$. Assume that full abatement is optimal for all $Z \geq 5$. If true damages are below 5, then the first signal, $Y_1$ will correctly indicate this 95% of the time; but 5% of the time it will produce a signal associated with high damages. The second signal $Y_2$ will always indicate whether damages are above or below 5. The

Figure 7: $Y_2$ is more informative than $Y_1$. It is isomorphic to an RMPS.

probability that $y_1 = 0$ is $0.95 \times 0.95 \approx 0.9$. $E[z|y_1 = 0] = 0; E[z|y_1 = 1] \approx 5$. The probability that $y_2 = 0$ is $0.95$. $E[z|y_2 = 0] = 0; E[z|y_2 = 1] = 10$. So $E[z|y_2]$ is a RMPS of $E[z|y_1]$. If we expect to get signal 2 rather than signal 1, we would do less R&D, but more abatement, in the short run. We do less R&D because in both cases the value of R&D is the same if we get the high signal, but we now have a lower probability of using R&D. On the other hand, if we are getting signal 2, we want to leave ourselves more flexibility to decrease emissions, since if we get bad news, it will be worse.

We now present a proposition that generalizes Proposition 3.

**Proposition 5** Assume that damages are separable in the random variable: $D(s, Z) = h(Z) \tilde{D}(s)$. Then, under the assumptions of Proposition 3, optimal abatement is decreasing and optimal R&D
is increasing with a more informative signal, when the signal is only more informative about outcomes to the left of $\hat{z}$.

This implies that if we expect (in the future) to get a better handle on damages near the mean of the distribution, while leaving the tail unexplored, then we should optimally spend more on R&D and less on abatement. Given better information around the mean, we expect to get more value, on average, from R&D. This is because, near mean damages, the cost of abatement is increasing rapidly; thus if we learn that damages are a bit higher than the mean, we get a fair amount of value from R&D. On the other hand, given better information around the mean means that we can more accurately respond in the second period in terms of abatement; when damages are near the mean, we know that we will not hit a constraint, so first period abatement has relatively less value since we will have flexibility to respond in the 2nd period; thus there is an option value to waiting to implementing higher abatement.

Thus, to the degree that climate change research is aimed at analyzing the impact of a given mean temperature change, and mean damages resulting from the temperature change, more should be spent on R&D and less on short term abatement. On the other hand, to the degree that climate change research is aimed at increasing our understanding of the probability of a high damage event, less should be spent on R&D and more should be spent on abatement.

7 Conclusions

In this paper we provide a new perspective for analyzing the comparative statics of uncertainty and learning in the climate change problem. By focussing on the shape of the marginals we were able to provide new, unambiguous results on how optimal policy changes with changes in
risk and changes in what we expect to learn. We have shown that abatement and investment in alternative energy R&D may be risk-substitutes in many cases: changes in risk that optimally increase one, decrease the other. In particular, we have shown that if a "full abatement point" exists, then an MPS that stretches the probability distribution over damages to the right of that point (or analogously, an expectation of learning more about the tail of the damage distribution than about the mean) will increase optimal abatement and decrease optimal alternative energy R&D spending. On the other hand, if we consider multiplicative damage uncertainty, and assume that neither damages nor costs are too convex in abatement, then an MPS near the mean (or analogously, an expectation of learning more around the mean than around the tail) will result in a decrease in optimal abatement and an increase in optimal alternative energy R&D spending.

Moreover, the focus on the shapes of the marginals presents a unifying framework for interpreting the prior work on the comparative statics of uncertainty and learning in the climate change problem. For example, we show how an assumption that mean damages are very high leads to higher optimal abatement under risk than under no risk. Additionally, we point out that the essential role played by the assumption of "prudence" is to induce concavity in a reverse S-shaped marginal.

In order to provide comparative statics results, we have presented and proved new stochastic dominance theorems, in particular for the sets of "generalized" convex/concave functions. These theorems may be applicable in other problems in which an irreversibility constraint induces a bend in the marginals that prevents the application of standard stochastic dominance theorems.

There is much room for future work expanding the results in this paper. First, more work can be done describing the shape of the marginals under different assumptions. In particular,
a more thorough analysis in the presence of risk aversion would be useful. Second, this paper suggests the importance of more empirical results on the shapes of optimal costs and damages. Along this vein, a multi-model approach, where a number of different climate change integrated assessment models generate optimal cost and damage curves for some of the most important uncertainties, such as the economic impacts of mean temperature change or climate sensitivity, may lead to valuable insights.

\section{Appendix}

\textbf{Theorem 1: Proof.} Since $G$ MPS $F$ it is true for all convex functions $\kappa$ that $\int_{0}^{\infty} \kappa (z) \, dF \leq \int_{0}^{\infty} \kappa (z) \, dG$ and thus

$$F (\bar{z}) \int_{0}^{\bar{z}} \kappa (z) \, dF_L + (1 - F (\bar{z})) \int_{\bar{z}}^{\infty} \kappa (z) \, dF_R \leq G (\bar{z}) \int_{0}^{\bar{z}} \kappa (z) \, dG_L + (1 - G (\bar{z})) \int_{\bar{z}}^{\infty} \kappa (z) \, dG_R$$

(14)

Rearranging terms

$$\int_{\bar{z}}^{\infty} \kappa (z) \, dF_R - (1 - G (\bar{z})) \int_{\bar{z}}^{\infty} \kappa (z) \, dG_R \leq G (\bar{z}) \int_{0}^{\bar{z}} \kappa (z) \, dG_L - F (\bar{z}) \int_{0}^{\bar{z}} \kappa (z) \, dF_L$$

(15)

Since $F_L = G_L$

$$\int_{\bar{z}}^{\infty} \kappa (z) \, dF_R - (1 - G (\bar{z})) \int_{\bar{z}}^{\infty} \kappa (z) \, dG_R \leq (G (\bar{z}) - F (\bar{z})) \int_{0}^{\bar{z}} \kappa (z) \, dF_L$$

(16)
Property 2 from page 15 ($\kappa(z) \leq d(z)$ for $z \leq \bar{z}$) implies that

$$
\int_{0}^{\bar{z}} \kappa(z) \, dF_L \leq \int_{0}^{\bar{z}} d(z) \, dF_L \tag{17}
$$

Combining (16) and (17) implies

$$
(1 - F(\bar{z})) \int_{\bar{z}}^{\infty} \kappa(z) \, dF_R - (1 - G(\bar{z})) \int_{\bar{z}}^{\infty} \kappa(z) \, dG_R \leq (G(\bar{z}) - F(\bar{z})) \int_{0}^{\bar{z}} d(z) \, dF_L \tag{18}
$$

Rearranging terms and noting that $d(z) = \kappa(z)$ for $z \geq \bar{z}$ we get that

$$
F(\bar{z}) \int_{0}^{\bar{z}} d(z) \, dF_L + (1 - F(\bar{z})) \int_{\bar{z}}^{\infty} d(z) \, dF_R \leq G(\bar{z}) \int_{0}^{\bar{z}} d(z) \, dG_L + (1 - G(\bar{z})) \int_{\bar{z}}^{\infty} d(z) \, dG_R \tag{19}
$$

and thus, for all $d \in \Delta_{\bar{z}}$

$$
\int_{0}^{\infty} d(z) \, dF \leq \int_{0}^{\infty} d(z) \, dG \tag{20}
$$

\[\blacksquare\]

**Theorem 2:** Proof. For any $c \in \Psi_{\bar{z}}$

$$
\int_{0}^{\infty} c(z) \, dF = F(\bar{z}) \int_{0}^{\bar{z}} c(z) \, dF_L + (1 - F(\bar{z})) \, c(\bar{z}) \tag{21}
$$

$$
= F(\bar{z}) \int_{0}^{\bar{z}} c(z) \, dG_L + (1 - F(\bar{z})) \, c(\bar{z}) \tag{22}
$$

$$
\geq G(\bar{z}) \int_{0}^{\bar{z}} c(z) \, dG_L + (1 - G(\bar{z})) \, c(\bar{z}) = \int_{0}^{\infty} c(z) \, dG \tag{23}
$$

The last inequality holds true since $G(\bar{z}) \geq F(\bar{z})$ and $\int_{0}^{\bar{z}} c(z) \, dG_L \leq c(\bar{z})$. \[\blacksquare\]
Theorem 3: Proof. Let \( d(z) \in \delta \bar{z} \). Since \( d(z) \) is linear for \( z \geq \bar{z} \) it can be defined by its slope \( m \) and intercept \( b \).

\[
\int_0^\infty d(z) \, dF = F(\bar{z}) \int_0^\bar{z} d(z) \, dF_L + (1 - F(\bar{z})) [m \eta_{FR} + b] \tag{24}
\]

\[
\geq F(\bar{z}) \int_0^\bar{z} d(z) \, dG_L + (1 - F(\bar{z})) [m \eta_{FR} + b] \tag{25}
\]

\[
= G(\bar{z}) \int_0^\bar{z} d(z) \, dG_L + (1 - G(\bar{z})) [m \eta_{GR} + b] = \int_0^\infty d(z) \, dG \tag{26}
\]

the first line is true because if \( G \) MPS \( F \) then \( F \) SOSD \( G \) over any subset.  

Theorem 4: Proof. For all \( c \in \Omega_z \)

\[
\int_0^\infty c(z) \, dF = F(\bar{z}) \int_0^\bar{z} c(z) \, dF_L + (1 - F(\bar{z})) c(\bar{z}) \tag{27}
\]

\[
\leq F(\bar{z}) \int_0^\bar{z} c(z) \, dG_L + (1 - F(\bar{z})) c(\bar{z}) \tag{28}
\]

\[
\leq G(\bar{z}) \int_0^\bar{z} c(z) \, dG_L + (1 - G(\bar{z})) c(\bar{z}) = \int_0^\infty c(z) \, dG \tag{29}
\]

The first inequality holds true since \( G_L \) MPS \( F_L \). The last inequality holds true since \( F(\bar{z}) \geq G(\bar{z}) \) and \( \int_0^\bar{z} c(z) \, dG_L \leq c(\bar{z}) \)  

Notes


2. Throughout the paper we will use the term “increasing” to mean non-decreasing, and will say “strictly increasing” when that is what we mean.

3. To be precise, define \( x(F) \) as the optimal value of the decision variable \( x \) given the probability distribution \( F \). Then we say \( x \) is increasing (decreasing) in risk if \( x(G) \geq (\leq) x(F) \) whenever \( G \) is riskier than \( F \).

4. See also Laffont (1989) for a similar discussion.
The marginal of the underlying payoff, however, is still required to be concave.

For example, technical change into efficiency of fossil-fuels is not typically a hedge against risk (See Baker, Clarke, and Weyant (Forthcoming), Baker And Shittu (Forthcoming), Baker and Adu-Bonnah (2005)).

We have assumed above that marginal damages holding the stock constant \( \frac{\partial D}{\partial s} \) are convex in \( z \). When we refer to marginal damages here we refer to \( \frac{\partial D(S-\mu-\mu^*_2, z)}{\partial S} \). This may not be convex in \( z \) since \( \mu^*_2 \) is a function of \( z \).

Specifically, if \( c_2(\mu) = a\mu^2 + b\mu \) and \( D(S - \mu) = (S - \mu)^2 \) then \( \bar{z} = \frac{a + b}{2S} \) and \( \hat{z} = \min \left[ \frac{a(s-\frac{1}{2})^2+ab}{2aS+b}, \bar{z} \right] \).

Their result is stated in terms of learning versus no learning. Given their linear model, their result is true if and only if abatement is higher under risk than under no risk. See Baker (Forthcoming) for details of the equivalence between increases in risk and increases in learning.

For example, a comparison of 11 integrated assessment models shows them all to have nearly linear marginal costs of abatement in the U.S. up to 15-20% abatement. (Weyant and Hill, 1999).

First period utility does not impact the comparative statics of risk or learning, so it is ignored.

See http://www.ecs.umass.edu/mie/faculty/baker/BakerOR.pdf for a copy of the paper.
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