Topology
Part 1: Single TCP Connection

Parameters of TCP connection as follows:
- Window size: 64kB
- Delay: 50ms
- Link rate (between two routers): 10Mbps and 100Mbps

- Link rate 10Mbps

Figure 1. Bandwidth and Queue Length of single TCP, link rate 10Mbps
• Link rate 100Mbps

Figure 2. Bandwidth and Queue Length of single TCP, link rate 100Mbps

Key point of explanation:
• In Figure1, the queue chart shows that queue 64 has packets during the congestion period [878, 908] when both flows are active. The maximum value of queue length is approach 0.3MB. The minimum value of queue length is approach 0.03MB. The throughput is around 10.2Mbps.
• There is “Saw tooth” showed in the queue length. The reason of appeared “saw tooth” is due to the TCP congestion-control algorithm. You should illustrate the TCP congestion-control algorithm in detail. The algorithm has three major components: 1) additive-increase. multiplicative-decrease (AIMD), 2) slow start, and 3) reaction to timeout events.
When a TCP connection begins, the value of congestion window is typically initialized to 1MSS, resulting in an initial sending rate of roughly MSS/RTT. TCP sender increases its rate exponentially by doubling its vale of congestion window
every RTT, increases its sending rate exponentially. When the congestion window size achieve to the threshold, the slow start will end and congestion avoidance will begin. After TCP enters the congestion avoidance phase, the congestion window size ramps up linearly. Whenever a loss event occurs, the value of Threshold will decrease to one half of the current value of congestion window size and the new congestion window size decrease to the value of threshold. TCP enters the congestion avoidance phase when packet loss occurs. The queue length counter is read at the polling period, so there is “Saw tooth” showed in the graph.

* In Figure 2, when the link rate is 100Mbps, there is no “Saw tooth” showed in the queue length graph. The throughput is much smaller than the maximum bandwidth, so there is almost no packet in the buffer queue.

* When the link rate increase to 100Mbps, the throughput could only achieve around 10.2 Mbps. Because the RTT is 50ms, the time need to send 64KB data is

\[ t = \frac{64KB}{100Mbps} = \frac{64 \times 1000 \times 8bits}{100Mbps} = 5.12ms \]

, which is smaller than 50ms, so the throughput is

\[ \text{throughput} = \frac{\text{window size 64kB}}{\text{RTT}} = \frac{64 \times 1000 \times 8bits}{50ms} = 10.24Mbps \]

**Part 2: Two TCP connections**

Parameters of TCP connection as follows:

* Window size: 64kB
* Delay: 50ms
* Link rate (between two routers): 1Mbps, 10Mbps and 100Mbps
1. Link rate 1Mbps

Figure 3. Bandwidth and Queue Length of two TCP connections, link rate 1Mbps

Figure 4. Bandwidth of two separate clients in TCP connection, link rate 1Mbps
2. Link rate 10Mbps

Figure 5. Bandwidth and Queue Length of two TCP connections, link rate 10Mbps
3. **Link rate 100Mbps**

Figure 6. Bandwidth of two separate clients in TCP connection, link rate 10Mbps

Figure 7. Bandwidth and Queue Length of two TCP connections, link rate 100Mbps
The key point of explanation:

- There is bandwidth oscillation of two TCP connections when the link rate is 1Mbps and 10Mbps. When the link rate is 1Mbps, the bandwidth oscillation is around 0.3 Mbps. When the link rate is 10Mbps, the bandwidth oscillation is around 4Mbps. The oscillation synchronizes over time.

- The bandwidth oscillation due to the competition of two TCP connections. When the link rate is 1 Mbps or 10Mbps, one TCP connection (A) increase the bandwidth, the other one (B) will suffer from the packet loss, due to the TCP
congestion control algorithm, when there is loss event occurs, the value of threshold is set to one half of the current value of congestion window size, and the new congestion window size decrease to the value of threshold. Then the TCP enters the congestion avoidance phase, and the congestion window size ramps up linearly in the next step. This procedure loops again and again and makes the bandwidth oscillation.

• When the link rate set to 100Mbps, there is no competition of two TCP connections. But two TCP connections still could not achieve the maximum link rate, because the restriction of RTT.

**Part 3: UDP and TCP Competition**

The parameter as follows:

- **Delay**: 50ms
- **Outgoing Link rate (link between two routers)**: 10Mbps, 100Mbps
- **TCP connection**: window size 64KB
- **UDP connection**: Bandwidth: 90Mbps

1. **UDP Bandwidth**: 90Mbps, **Link rate**: 10Mbps
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*Figure 9 Bandwidth and Queue Length of TCP and UDP connections, link rate 10Mbps*
2. **UDP Bandwidth:** 90Mbps, Link rate: 100Mbps
Figure 11 Bandwidth and Queue Length of TCP and UDP connections, link rate 100Mbps

Figure 12 Bandwidth of TCP and UDP connections, link rate 100Mbp
<table>
<thead>
<tr>
<th>Link rate</th>
<th>TCP</th>
<th>UDP (BW=90Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10Mbps</td>
<td>627kbps</td>
<td>9.38Mbps</td>
</tr>
<tr>
<td>100Mbps</td>
<td>7.39Mbps</td>
<td>90.4Mbps</td>
</tr>
</tbody>
</table>

The key point of explanation:

- UDP provides an unreliable, connectionless service to the invoking application without the congestion control and congestion detection. UDP will send the packets as much as possible, but could also result in high loss rates between a UDP sender and receiver. (here, the lose rate of packets is 89%)

- When TCP and UDP flows share a link, there is no fairness with TCP. In the UDP connection, there is no fall back of the loss packets, but for the TCP connection, the loss packets would occur the congestion control. So when the link rate is 10Mbps, the throughput of TCP connection almost tends to 0. When the link rate is 100Mbps, UDP occupy the most part of bandwidth resource and left 10Mbps to TCP connection.