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Abstract—Programmable devices containing lookup tables tions user designs to a collection of LUTs and PLAs so that an
(LUTs) and programmable logic arrays (PLAs) provide a het- area-optimized solution is achieved. This involves packing as

erogeneous target platform for user designs. Present commercial ¢y |ogic as possible into available PLAs, thus minimizing
tools, which target these hybrid devices, require hand partitioning required LUTS ’

of user designs to isolate logic for each type of logic resource. In e )
this paper, an automated technology mapping toolhybridmap As shown in Fig. 1, contemporary FPGA architectures gen-

is presented that identifies design logic partitions as suitable for erally contain highly optimized blocks which include both logic
either LUT or PLA implementation. A breadth-first search-based ¢ routing resources. These blocks are replicated in a vendor-

subgraph extraction and evaluation heuristic is integrated with . . .
product term (Pterm) count, area, and delay estimators to guide specific pattern throughout the device. A coarse-grained struc-

the technology mapping processHybridmap can be adapted to tUre, such as an embe(_jded PLA, is allocated onqrpe’a'ne- _
target a variety of PLA architectures and can accommodate grained LUTSs. Hierarchical routing resources provide required

user-provided timing constraints. It is shown that when timing connectivity among nonadjacent device structures.

constrained, hybridmapreduces LUT consumption for Apex20KE . . .
devices (Altérg Corporgtion 1999) by 8% and \l?vhen uncopnstrained Qur new hybridmap ool automates_ PLA. logic extractlo_n
by 14% by migrating logic from LUTs to Pterm structures. ~and subsequent PLA and LUT mapping. Since FPGA devices
Hybridmapis shown to outperform previous mapping approaches generally contain proportionally more LUT than PLA re-
(Lin and Wilton 2001) for Apex20KE-type devices by up to 22%.  sources, design subgraphs, initially targeted at LUTS, must be
Index Terms—Hybrid field-programmable gate array (FPGA), retargeted at PLAs. As a result, subgraph resource estimation
lookup table (LUT), programmable logic arrays (PLAs), tech- forms a significant part of our approach. The developed system
nology mapping. integrates a series of new graph search heuristics with novel
cost functions to identify subgraphs quickiyybridmapcan be
|. INTRODUCTION run to target two distinct objectives: area minimization without
. , o regard to design performance and timing-constrained area min-
ECENT innovations in field-programmable gate arrayyi ation. The area to be minimized is defined in terms of the
(FPGA) architecture have led to the developmenf,si mappings-LUT count required to implement the design.
of hybrid FPGA families [3] that combine diverse sets O{ynen the technology mapping objective is unconstrained area
logic resources on the same silicon substrate. To SUPPRfimization, hybridmapattempts to minimize LUT count by
W|de-fan|n, low logic-density subcircuits, s_uch as f|n|te-stat&acking as much logic as possible into PLAs. When a timing
machines, some contemporary FPGA architectures [4] cont@{hstraint is specifiedhybridmapcontrols the PLA packing

SRAM-configurable programmable logic arrays (PLAS). Unsgcess so that LUT count is minimized subject to prespecified
like fine-grained lookup tables (LUTs), PLAs can mplemerﬁming constraints.

Z?ésa_gl; I(;?]';J:ngf:jcv;'t?n méglr?::rlnln;re;::onlrzwchtA;heB;n ost rHybrid device mapping takes place through a series of inter-
P porary " related steps. Input tbybridmapis represented as a directed

product term (Pterm)-based PLA structures, this area efficien Xyclic graph (DAG). Following preprocessing, a breadth-first

often comes at the cost of increased minimum delay for IDl‘search algorithm generates logic subgraphs satisfying the input,

paths versus corresponding LUT paths, requiring resourg&tput, and Pterm constraints of the target PLA. An estimator

ba'?‘”ce- When coupled with fine-grained LUTS, PLAS pr_owdgf the number of Pterms required by a subgraph (Pterm count
an integrated programmable resource that can be used in m

digital svstem desians to Supoort noncritical-path control lo %Q%(mator) determines if a candidate subgraph meets the Pterm
fc;?ILUT—);)ased datf aths Cl:Jer;ent'nd sltrl tefhnolo ma g'ﬁonstraint of the target PLA. Unlike minimization approaches,
P U INdustry dy mappigg, ., afspressd7], the estimator is sufficiently fask(< sec)

tools [5]’.[6] do not provide automated 'Fechnlques o pa.rt'ltlot allow embedding within the inner loop of subgraph extrac-
user designs across heterogeneous logic resources, limiting 08, Following extraction, candidate PLA subgraphs are ranked
usefulness of hybrid devices. This work presents an :’:1utoma£]e‘,:1dSed on LUT coverage, and mapped to available PLAs. The
technology mapping toohybridmap that automatically parti- logic not mapped to PLAs is implemented in LUTs. When rﬁap-
ZohélgnTur?cript Leceived Januaéy 10, Zt()JOZh; rEvised /lkgri! 8, 20F02 acr;d July 16ing under timing constraints, a delay estimator is integrated
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Fig. 1. Hybrid FPGA block (similar to Apex20KE [1]).

were obtained by mapping to Altera’s Apex20KE devices [1]for ¢ K-input LUTs such that input, output, and logic
both unconstrained and timing-constrained area minimization. constraints of corresponding resources are satisfied, the
When mapping under timing constrairtgpridmapreduces re- number of post-PLA mapping LUTs, is minimized, and
quired LUTs by 8% by mapping covered logic to PLAs. This q is less thanVy y s, the number of LUTs available in the
value increases to 14% if timing constraints are not considered. device. The mapped circuit should operate at a minimum
This allows a larger design to be packed into a specific device or  clock frequencyF'.
the same design to be packed into a smaller, less costly deviceTheorem 1: The unconstrained area minimization problem
In Section I, a description of the background material fofior hybrid FPGAs containing a bounded number of LUT and
hybrid technology mapping is presented. Section Ill motivat@g A resources is NP-complete for general networks.
our approach through the analysis of circuit data. In Section IV,  Proof: It has been shown that the area-optimal technology
our technology mapping approach for unconstrained mappingpping problem forK-bounded networks is NP-complete
is described, while in Section V, timing-constrained mapping [8]. The subgraph extraction problem is more general than the
discussed. Details of the target FPGA architecture (the Altefa-bounded, single-output problem since multi-output sub-
Apex20KE), are described in Section VI. Experimental resuligaphs can consist of a collection Af-bounded, single-output
obtained by applyindnybridmapto a collection of benchmark networks. Therefore, unconstrained area minimization is
circuits are presented in Section VII. Finally, Section VIII sumNP-complete. O
marizes our research and outlines directions for future work. Theorem 2:The timing-constrained area minimization
problem for hybrid FPGAs containing a bounded number of
LUT and PLA resources is NP-hard for general networks.

Il. BACKGROUND Proof: It has been shown that delay-bounded technology
mapping for heterogeneous FPGAs with LUTs and memory
blocks is NP-hard [10]. Since subgraph implementation in a

A hybrid LUT/PLA FPGA device consists of a collection ofPLA block is more restrictive than subgraph implementation
K-input LUTs and multi-input, multi-output PLAs. The Pterm4in a memory block, the timing-constrained area minimization
based PLA resource suppottg inputs, o, outputs, and,, problem for FPGAs with LUT and PLA resources is also
Pterms. For PLAS;,,,, ando,,, define the PLA structural con- NP-hard. O
straint andp,,, defines the PLA functional constraint.

For a target device containingPLAs, each of which can be B. Terminology

configured withi,,, inputs,o,,, outputs, ang,,, Pterms, the tech-  |n 5yt to hybridmapis a combinational circuit represented as
nology mapping objectives of unconstrained area minimizatiqDAG,G(m E), containing combinational node, and inter-
and timing-constrained area minimization can be defined as fglnnection edged;. Each node is a complex gate implementing
lows: a local function as a sum-of-products representation of its input
» Unconstrained area minimizatio&iven an input circuit, signals. For a given node fanin(v) is the set of nodes that drive
locate a mapping te circuit subgraphs ang K-input v andfanout(v) is the set of nodes driven hy The cone of a
LUTs such that input, output, and logic constraints afiodev, cone(v), is the set of transitive fanins ef. The depth
corresponding resources are satisfied, the number (df) of a nodev is the length of the longest path, in terms of
post-PLA mapping LUTsg, is minimized, and; is less available LUT resources, from primary inputsitorhe required
than Ni,yrs, the number of LUTs available in the device signal arrival timeRT'(v) is the time point a signal is needed at
« Timing-constrained area minimizatiolisiven an input the input or output to a node. The slack-valueSV (v), of a
circuit locate a mapping ta- circuit subgraphs and nodev is the difference between the required signal arrival time

A. Problem Definition



KRISHNAMOORTHY AND TESSIER: TECHNOLOGY MAPPING ALGORITHMS FOR HYBRID FPGAs CONTAINING LUTs AND PLAs 547

at the output ofy and the depth of. For a specific hybrid de-  Lin and Wilton [2] developed a technology mapping algo-
vice, a subgraph is considerBd A-feasibldf the input, output, rithm targeting hybrid architectures. Input to the PLA-mapping
and Pterm count of the subgraph satisfies the constraints of elgorithm is first pre-mapped to four-LUTs using LUT tech-

target PLA resource. nology mapping tools [15]. Subsequently, for each noda
the mapped circuit, a local graph search collects transitive fanins
C. Related Work of v such that the overall input, output and Pterm count of the

Logic Synthesis targeting FPGAs has been researched exﬂ@ﬁe set satisfies the PLA constraints. The collected set of nodes
Sive|y and numerous technok)gy mappmg approaches for |_Ui'$-n0t fanout-free and the intermediate nodes that drive nodes
based FPGAs [11] have been developed. These approaches R&tgide of the collected node set are implemented as subgraph
two main objectives, area and delay minimization, and can Betputs. Each subgraph is subsequently mapped to PLAs. The
characterized by input representation. Input network types figmainder of the design that is not mapped to PLAs is the LUT
clude tree-type [12], [9], MFFC-type [13], and general networkgartition. Since the PLA logic extraction approach is localized,
[14], [15]. To address delay minimization issues, delay modéfe algorithm s unable to identify and cover reconvergent paths.
such as the unit-delay model [16], net-delay model [17], anl this paper, a hill-climbing phase is performed during sub-
edge delay model [18] have been proposed. graph generation to cover reconvergent paths with PLA logic.

To date, most research in FPGA technology mapping hAsPreliminary version of our hybrid technology mapping ap-
focused on FPGAs containing homogeneous type of resourd@®ach was previously presented [28] which did not provide for
although recently, technology mapping algorithms for devicéis extended search or for timing-constrained mapping.
with LUTs of differing input sizes [19], [20] and PLAs have
been presented. In [21], a technology mapping algorithm for
devices withK -input, single-output macrocells was presented.
The algorithm determines the minimum height-feasible Previous approaches to hybrid mapping have focused on
cut for circuit nodes and their cones. A heuristic technique i®de-collapsing techniques where multiple single-output,
described that exhaustively enumerates Pterm mapping optitarsout-free cones are merged into a multi-output node. This
and generates area and delay efficient design implementatidashnique can be used effectively to map subcircuits to PLAS
Another technique [22], based atag-map[14], minimizes with small numbers of outputs [27]. For wide-fanout PLAs,
delay for macrocell architecture mapping. Since this archiraph-base@ombinational node search approaches are needed.
tecture contains a homogeneous set of logic resources, itSisbgraph logic, mapped to Pterms, ideally share a significant
not necessary to consider tradeoffs between resources withmber of inputs. Several procedures used by our advanced
different mapping qualities (e.g., low versus high fanin, logibybridmap approach are motivated based on subgraph and
density) in making mapping decisions. design statistics.

The introduction of coarse-grained memory elements in As the number of PLA outputs increases, it would seem likely
commercial devices (e.g., Altera’s Flex10K [23] and Xilinx’ghat opportunities for Pterm input sharing across outputs would
Virtex [24]) has motivated graph search approaches that idetiso increase. The solid plot in Fig. 2 indicates that this is indeed
tify suitable logic partitions for implementation in unused blockhe case. The figure shows that as the number of outputs per
memories. Technology mapping approaches, described in [1BLA grows, the average number of Pterm-based subgraph out-
[25], and [26], configure unused embedded memory blocks psts driven by each input increases. Data points for the graph
large multi-output ROMs to increase device utilization. Thesgere collected from 1000 subgraphs extracted from a collec-
memory packing algorithms provide insight into the hybridon of MCNC [8] benchmarks discussed in Section VII. For
LUT/PLA FPGA mapping problem by identifying portions oflow PLA output count values, little input sharing is present, but
an input logic design that are appropriate for implementati@s the number of PLA outputs increases, sharing becomes more
in a restricted resource. While memory blocks that have nptevalent. Our experiments show that circuitry targeted to PLAs
been used to implement memory functions can be leveragatbuld be identified via subgraph identification rather than first
to implement combinational functions with extended logicasolating single-output logic cones followed by cone merging
depth, limited memory-input counts currently restrict th& obtain multiple outputs. The dashed plot in Fig. 2 furthers
breadth of logic functions that can be implemented. As a resthjs assessment. The plot shows the average number of outputs
wide-fanin subcircuits, such as finite-state machines, must théven by each Pterm in a subgraph grows as a function of sub-
migrated to device LUTs. graph output count. Shared output values greater than one indi-

Recently, Kaviani [27] investigated both the architectural p&ate Pterm sharing among multiple outputs.
rameters of hybrid FPGA architectures and supporting tech-Unlike subgraph input and output counts, subgraph Pterm
nology mapping approaches. The described technology mapunts can be difficult to estimate quickly. Subgraphs with
ping approach [27] for hybrid LUT/PLA architectures applie®term counts which exceed PLA constraints can be eliminated
partial collapsing and partitioning to isolate wide-fanin logiérom mapping consideration. Fig. 3 shows the number of sub-
nodes with single outputs. Input sharing is then used to detgraphsN (P;) requiring Pterm counts < P; prior toand after
mine the nodes to be merged into a PLA. The target devicasbgraph logic minimization. A total of 1800 subgraphs were
in our work contain wide-fanout PLAs, which are structuresonsidered where each of the subgraphs contains a maximum
with more than three outputs, necessitating subgraph-based@&82 inputs and 16 outputs to match a target PLA architecture
proaches rather than node-based approaches. of 32 inputs and 16 outputs. The figure illustrates that the

I1l. M ETHODOLOGY MOTIVATION
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Fig. 3. Number of subgraphs meeting Pterm calint

number of Pterm-feasible subgraphs (efggrm count < 32)
identified prior to logic minimization is relatively small (about
28%). As shown in Fig. 3, experimentation with Espresso
[7] indicates that 10% more subgraphs become PLA-feasible
following logic minimization. The availability of a larger
number of available PLA-feasible subgraphs provides greater
flexibility in choosing PLA partitions that provide a maximal
reduction in post-mapped LUT count. This finding motivates
our development of a fagtterm count estimatdior subgraphs
which can estimate post-minimization Pterm counts without
performing exhaustive logic minimization.

IV. METHODOLOGY FOR UNCONSTRAINED
AREA MINIMIZATION

A. Software Overview
As shown in Fig. 4hybridmap targeting area minimization

in gate-level form (.blif format) as a forest of trees composed
of combinational nodes. Each node in a tree represents a logic
function in sum-of-products form. Specific processing steps in-
clude the following.

» Design preprocessinglnput circuit logic is initially re-

duced using15[29] technology independent optimization
scriptsscript.algebraicor script.rugged Resulting com-
plex gates are then decomposed to two-input gate form
using Huffman-tree decomposition scriphig[15] to fa-
cilitate high density PLA packing.

LUT identification and subgraph extraction and
merging. Hybridmap performs cone-based clustering
on the two-input gate representation to heuristically
identify K-input, one-output LUTs. Following LUT
identification, subgraph generation builds an initial set of
PLA-feasible subgraphs and subgraph merging combines
subgraphs to maximize logic coverage in PLAs. These
phases integrate a subgraph search algorithm, which
identifies reconvergent paths, and new Pterm count and
area estimators to quickly evaluate subgraph fitness.

» Subgraph selection After completing subgraph gener-

ation and merging, subgraphs are ranked based on the
number ofK-LUTs covered by each subgraph. Theub-
graphs with the highest rank are packed intothevail-

able PLAs while the rest of the user design is marked as
the K-LUT partition.

» Vendor-specific computer-aided design (CAD) The

design partitions are output in hierarchical (two-level)
VHSIC hardware description language format and pre-
sented to vendor synthesis and place and route tools for
mapping to the target architecture.

B. LUT Identification
After technology independent optimization and decomposi-

without timing constraints, uses a collection of heuristics to peiien, hybridmapcombines sets of two-input gates imteinput,
form hybrid technology mapping. Input circuits are representeme-output nodes using a dual-phase approach ttagimap
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Fig. 4. Unconstrained area-minimization mapping flow.

[14]. A depth assignment phase identifies the degth ¢f each

graph node in terms of K-LUT delay valuesdelayy,ur). This
assignment is made via a search performed in topological order
from circuit primary inputs to primary outputs [14]. Following
depth assignment, nodes are clustered based on their node depth
values. Clusters are formed via a search performed from circuit
primary outputs to primary inputs [14]. During subsequent sub-
graph generation, the clusters are used for area and depth esti-
mation purposes only. The original, unclustered graph is used
for the subgraph search. o1

Search

a) Root Set Determination

C. Subgraph Generation

The subgraph generation process identifies input- and Search
output-feasible subgraphs from the input graghusing a
localized graph search approach. Input—output (I/O) feasible
subgraphs are combinations of nodes which meet the structural
constraints of the PLA. For a selected nadén graphG, a 00 O1 02 03 04
forward traversal phase collects a tree consisting of transitive
fanouts(v) and identifies a set of nodd3S driving no more
than o,, leaves, where,, is the available output count of Fig. 5. Root set and subgraph determination.
the PLA resource. During a second phase, an inverse search
traverses transitive fanin nodes &S to identify subgraph the current subgraph. Collection of fanin nodes continues until
input signals and the nodes that can be absorbed into the Pii#e subgraph input count exceeds the input count of the PLA
Following each subgraph identification, a Pterm count estiesource4,,). As shown in Fig. 5(b), subgraphs constructed in
mator evaluates the number of Pterms required to impleméhis way, that meet the allowed Pterm count, can be targeted
the subgraph. to a PLA since their input and output counts are guaranteed to
1) Basic Approach:As shown in Fig. 5, a subgraph is idendit PLA constraints. In order to avoid logic duplication and to
tified by starting at a node, selected in topological order fromimprove the runtime, seed nodes for subgraph generation are
primary inputs to primary outputs. During a forward traversaelected only from the nodes that are not already covered by
phase, starting from, the transitivefanouts(v) are visited it- any other subgraph. Additionally, the subgraphs are mutually
eratively in a breadth-first fashion to identify a tréeooted at exclusive and include only those nodes not covered by other
v. At each iteration step, a new set of tree leaves is identifieglbgraphs. Pseudocode for the subgraph generation algorithm
In Fig. 5(a), for a selected node the shaded nodes form theis shown in Fig. 6.
new leaves after the second iteration. New leaves are added in2) Hill Climbing: Taking Advantage of Reconvergent
breadth-first fashion until their number exceeds the output coPaths: The basic subgraph generation approach can be aug-
straints of the target PLA. At the end of the forward search, tmeented to take advantage of the reconvergent nature of some
leaves of tredl” are designated as the root sBf, of the tra- logic. Reconvergent paths originate either as a design artifact
versal. In Fig. 5(a), the shaded leaf nodes form the root set@f due to recursive logic decomposition and resubstitution
the traversal starting at operations performed during the technology independent
Once the root set has been determined, an inverse traveggaimization process. These paths begin from a set of graph
of G iteratively collects transitive fanins of the root set in amodessl1 (e.g.,|s1| < i,,), diverge to drive inputs of multiple
breadth-first fashion to determine the subgraph associated withdes (set2 where|s2| > |s1]|, e.g.,|s2| > i,, ando,,), and
the root set. At each iterative step in the basic approach, fagionverge down to a set of nodes (s8twhere|s3| < |s2],
nodes to the root set are included only if their fanout is limited ®.g.,|s3| < o,,). Fig. 7 shows a circuit where output signals

- ——————

b) Subgraph Determination
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Lemma 1:In the worst case, subgraph generation is per-
formed over all node¥ and each node is visited during each
iteration of subgraph generation. This search results in a time

Input: Combinational circuit graph, G.
Output: Forest of subgraphs, N

For each node v in G. complexity OfO(VZ).
Traverse G from node v along fan-out edges
to locate root set RS with 0, < om. D. Product Term Count Estimation
Traverse G from RS along fan-in edges to ] )
determine Subgraph with i; < ip,. During the subgraph generation process, each subgraph sat-
Estimate Pterms p, in Subgraph isfying the input and output constraints of the PLA is evaluated
Ifp; < pm as a potential candidate for PLA mapping. Subgraphs are col-
Add Subgraph to N | di | | f for di ificati
EndIf apsed into two-level form for direct Pterm count verification
endFor against the PLA Pterm count constraint.

Since Pterm count must be evaluated for each subgraph, the
Pterm count estimator runtime impacts the usability of the esti-
mator. Specifically, the estimator needs to satisfy the following
requirements: 1) it has to be fast, requiring runtimes well under
a second and 2) it only needs to verify that the post-minimiza-
tion Pterm count of a subgraph is less than that allowed by the
from four gates|s1| = 4) diverge as inputs to multiple gatesPLA. In order to quickly determine the post-minimization Pterm
(Is2| = 5) before converging into two output$sg| = 2). count, three Pterm count estimators were considered: a statis-
These reconvergent paths could be covered with a single Ptiéal technique, Espresso [7], and a new Pterm estimator.
subgraph boosting LUT savings. Alternative PLA covering 1) Statistical ApproachesThe statistical estimator attempts
approaches [2], [22], [27] do not identify reconvergent pathe predict the post-minimization Pterm count based on initial
that exceed PLA I/O limits. In our approach, a hill-climbingoreminimization subgraph Pterm counts. To explore the useful-
phase extends forward and inverse traversal beyond the paiess of statistical data, 1000 wide-fanin € 32), wide-fanout
where PLA input and output limits are exceeded with th@, < 16) subgraphs extracted from MCNC [8] benchmark cir-
expectation that the subgraph will reconverge. cuits described in Section VII were passed through the logic

The modified graph search approach starts in the basic sufinimization tool, Espresso. It was observed that for a given
graph generation mode. During either the forward or inverse tiaput and output count{ < 32, o, < 16) the average Pterm
versal phase of the search, the first instance of a PLA outmaunt requirement per subgraph prior to and after minimization
or input constraint violation forces the graph search to the hillvas 50 with a standard deviation10 and 29 with standard de-
climbing mode. If, at a further point in the graph search, thgation > 9 respectively. For the above-mentioned subgraphs,
I/O counts of the subgraph meet PLi4, o, constraints, the the most important metric, the Pterm count reduction per sub-
graph search switches back to the basic approach of subgrgpdph, had a standard deviation of 10, making post-minimiza-
generation. This second phase of the basic subgraph generdimm Pterm count prediction impossible.
algorithm terminates whenever PLA input or output count vio- 2) Espresso:Espresso finds a minimal Pterm count cover
lations are observed. Fig. 7 shows the hill climbing phase dior each subgraph outpyt in a iterative manner. During each
plied during the forward traversal phase when targeting a fougtep, each Pterm (cube) is expanded to explore the possibility of
input, two-output PLA. During experimentation, hill climbingcovering other Pterms (cubes) in the representation. The cov-
was found to improve LUT coverage versus the basic approasted Pterms are subsequently removed. Exhaustive enumera-
for about 10% of searches. tion steps and the exact minimization operations in Espresso

3) Subgraph Pruning:If the hill-climbing procedure never are characterized by long runtimes (e.g., 10 min) for wide-fanin
finds input or output counts that meet the PLA constraints (f, < 32), wide-fanout ¢, < 16) subgraphs. The optimal
will terminate upon reaching a fixed search degthor circuit Espresso optioompoall attempts to minimize the Pterm count
primary inputs, primary outputs or flip-flop inputs. As a resultby exploring all 2 patterns for am-output subgrapt'. The
subgraphs generated using hill climbing may violate PLA inpuastest multi-output minimization option in Espresspg, min-
output or Pterm constraints. These subgraphs can be pruieites the function,,, = {F, F'} whereF is the set of com-
to fit in a PLA by iteratively removing excess inputs and outplemented functiong; and selects the minimal form.
puts. As an initial step of pruning, subgraph logic is collapsed 3) New Estimation Heuristic:Our new Pterm count esti-
to a two-level representation (sum-of-products form) and sulmator determines Pterm count by attempting to cover a cube by
graph outputs are ranked in nondecreasing order by input eemaximum of two other cubes. Fig. 8(a)—(c) demonstrate the
guirements. Each output requiring less tli&mputs can be im- minimization steps carried out by the estimator. The input to
plemented using a singl€-LUT. As this represents a minimal the estimator is a two-level representation of the subgraph logic
penalty in terms of LUT coverage, logic and inputs solely asshinctions presented in SIS PLA format [29]. Each row indicates
ciated with these outputs are removed first from the subgraghPterm (or cube) with true (1), complemented (0), or don't
This is followed by minimal multi-LUT removal, if necessary,care (-) conditions for the input signals and each output column
until structural constraints are met. represents a single output. When performing estimation, only

The approach is optimal when the paths that are followed énsingle cube literal is expanded at a time. Minimization op-
determining a subgraph are the only possible paths. erations such as Pterm covering, sharing, and input expansion

Fig. 6. Pseudocode for the subgraph generation algorithm.
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Fig. 7. Reconvergent paths in a circuit graph during forward traversal.

Before expansion | After expansion Before expansion | After expansion
Input Output | Input Output Input Output | Input Output
-101-0 1 | -101-0 1 101010 100 | 101010 100
0101-0 1 | 101-10 010 | 101010 010
-10100 1 | 101110 o001 | 101110 010

| 101110 001
(a) Example 1 - Input Expansion (b) Example 2 - Cube Covering (Stepl)
Intermed. Result | Final Result Before complement | After complement
Input Output | Input Output Input Output |  Input Output

| --0--- 10 | -01-0- 11
101010 110 | 101010 110 -1---- 10 |
101110 010 | 101110 011 ----1- 10 |
101110 001 | -01-0- 01 |
phase 11 phase 01
(c) Example 2 - Cube Covering (Step2) (d) Example 3 - Output Complementation

Fig. 8. Minimization examples.

are applied incrementally to reduce Pterm count. In Fig. 8(a),For our new estimation approach, onlyspaces are consid-
for the given output, the first and the second Pterm differ onred for am-output function, corresponding tocomplementa-

at the first input. As a result, the first Pterm covers the secotidns, one output atatime. Each outputis complemented starting
one. Similarly, the first Pterm covers the third Pterm, reducirfigom the one driven by the most Pterms and ending with the one
the overall Pterm count to one. Fig. 8(b) illustrates the coverimgiven by the fewest Pterms. An example of output complemen-
of a single Pterm by two other Pterms. An initial Pterm counéation is shown in Fig. 8(d). By choosing to complement only
of three is required by the representation shown inBbeéore the first output, the logic expressed by the first three Pterms is
Expansioncolumn. The second Pterm under this column camow covered by the fourth. The phase information below the
be expanded at the fourth input to form the middle two cub#éwith table indicates whether the outputs are represented in true
under theAfter Expansiorcolumn. The first two Pterms under(1) or complemented (0) form.

the After Expansiorcolumn can then be merged to produce the Lemma 2: Given that each Pterm must be evaluated against
representation shown under thrgermediate Resultolumn in  every Pterm, the time complexity per subgraph of the estimator
Fig. 8(c). The final representation is obtained by merging thig O(p?), wherep is the initial number of subgraph Pterms.
second and third Pterms in thetermediate ResultAs seen  4) Estimation Comparisonin order to evaluate the effi-
under theFinal Resultcolumn, the Pterm count is reduced taiency of the Pterm estimator used hgbridmap wide-fanin

two. and wide-fanout subgraphs, (< 32 andos, < 16 ) were
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TABLE |
COMPARISON OFESPRESSO ANCESTIMATOR FOR SUBGRAPHSWITH 1, < 32,0, < 16
Espresso -opoall Espresso -opo Estimator

Ckt Avg. Orig || Avg. Final Avg. Final Maximum || Avg. Final Maximum
Name Pterms Pterms | Time Pterms | Time Error Pterms | Time Error
(s) (s) (Pterms) (s) (Pterms)
apex|1 43.0 26.0 | 594 26.1 | 2.80 1 262 | 0.01 1
apex3 41.0 220 | 316 22.4 | 0.02 3 227 | 0.01 3
apex4 39.5 25.1 | 582 253 | 0.06 5 253 | 0.01 3
51196 51.3 413 | 595 42.6 | 0.55 3 415 | 0.01 3
c5315 61.4 36.5 | 610 37.3 | 230 4 374 | 040 4
des 64.0 57.2 99 572 | 0.75 0 572 | 0.03 0
duke2 36.8 20.8 | 1700 20.8 | 0.04 1 20.8 | 0.01 0
i10 63.5 50.3 | 581 504 | 0.30 1 51.2 | 0.01 4
rot 37.6 37.6 | 714 38.8 | 0.04 4 38.8 | 0.01 4
$298 40.5 315 | 560 31.5 [ 0.02 0 31.5 | 0.01 0

Avg. 53.2 38.7 | 706 39.2 [ 0.76 - 39.2 | 0.06

extracted from the MCNC benchmarks [8] listed in Table | (1&he LUT count covered by the subgraph is decremented by one
subgraphs per benchmark). Subsequently, minimization restttsaccount for the increase in post-mapping LUT count.

were obtained using Espresso (with optiapall and opg Fig. 9(a) shows a circuit covered by nine three-LUT clusters.
and the new Pterm count estimator. As can be seen from Tablmtermediate nodesdl, . ..,n8} and O1, O2 cover a subgraph
althoughopoall generates exact post-minimized Pterm countsjth inputs 10, 11, 12, 13, and 14 and outputs O1 and O2. The
its runtime is prohibitively large to be of use. The optiopo numbers shown next to each node indicate the depth of the node.
achieves a 99% accuracy in post-minimization Pterm cowithen the subgraph is mapped to a PLA, as shown in Fig. 9(b), a
estimation in less than 1% of the runtimeagfoall. The Pterm total of severthree-LUTs are covered collectively by the nodes
estimator is the fastest of all the approaches generating a 98%n2, n3 + n6,n4 + n7,n5 + n8 and O1, O2. |0 and 12 need
accurate result compared to the optmpoall in about 8% of to be generated to drive the PLA and, hence, the subgraph LUT

the time required by the optioopo. coverage is decremented by two. As a result, the three-LUT cov-
erage by the subgraph is five. The final LUT count is computed
E. Area Estimation as9 — 5 = 4 which is equal to the post-mapping three-LUT

To pack PLAs with subgraphs leading to maximal LUT courﬁOunt shown in Fig. 9(b). . . .
+emma 3: The time complexity of each invocation of the

reduction, candidate subgraphs are ranked based on their LU ) : . :

coverage. Our area estimator determines post-mapping LT PLea estimator 'S).(V) since in the. worst case all nodes could
duction due to each subgraph based on the following consﬁf‘: examined dgrlng each |nvocat|9n.

erations: 1) Each primary output (PO) or flip-flop input in th? Post-processing by LUT mapping tools, such as Flowmap

- ; 5], pack LUTs densely, reducing final LUT counts by about
nput graph is an output of a LUT or a PLA and 2) Except fo
nput grapn | utbu ) Excep A 5% on average. Since both subgraphs and circuit graphs ex-

primary inputs, each LUT or PLA input is also a LUT or PL . ) X )
perience the same percentage reduction during post-processing,

output. The LUT identification process in Section IV-B itera . h FLUT
tively computes the minimal LUT depth of each node to identi e area estimator computes the percentage o count cov-
ed by each subgraph.

LUT boundaries. A change in LUT depth along an input-outp
path implies introduction_ of a new LUT. Nodes. with the samg Subgraph Merging and Ranking
depth can be collapsed into a single LUT subject to LUT I/O _ _ i
constraints. The area estimator uses the following strategy: AFCllowing generation, smaller subgraphs can be bin-packed
LUT output is identified at locations where the depih)(of a based on mpult sharing to construct cc_)mblned implementations
nodev is less than the depth of at least daeout(v). that meet PLA:.,,, 0, and Pterm requirements. o
Mathematically, the condition for a node to be the outgiy( ' "€ 9eneral gain function for merging two subgraphk is
of a LUT (C) can be stated as given as
v=0C,ifve POord, < d|3k € fanout(v). (1) Gainj = feas(j, k) x Areas @
where Areg is the estimate of th&-LUT count (obtained as
When counting the number of LUTs covered by a subgraptiescribed in Section IV-E) covered by the subgraphs considered
each intermediate node, with depthd,, satisfying (1) is for merging. A merged subgraph is judged toRleA-feasible
counted as the output to &-LUT and the LUT count is (feas(j, k) = 1) if input, output, and post-minimization Pterm
incremented by one. Additionally, the input side boundamyounts meet PLA requirements. Violation of PLA constraints
of the subgraph is evaluated for any LUT count penalty. Hetsfeas(j, k) to zero. Although input and output limits can be
a subgraph input nodg,, with depthd;., is not already the evaluated by simple counting, Pterm count verification may re-
output to an existing LUT cluster, an extra LUT that generategiire additional invocation of the Pterm count estimator. Given
15 IS required. For every input nodg that does not satisfy (1), r target PLAs, following merging, thefeasible subgraphs that
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LUT Cluster

Input Design
(.blif)

Product Term Product Term
Estimation Estimation
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Node
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Fig. 10. Timing-constrained area minimization mapping flow.

coverthe most LUTs are selected. The remainder of the circuitopngest combinational path within specified limits achieved by
is mapped taK-LUTs. LUT-only mappings.

Lemma 4:The subgraph merging process has time The basic flow of timing-constrained mapping is shown in
complexity O(V?) since it can involveO(V) individual Fig. 10. Steps that have been added from the unconstrained flow,
comparisons for each of at mdstpossible subgraphs. shown in Fig. 4, appear as darkly shaded blocks. These main

additions include the following.

* Delay estimation. Timing-constrained mapping re-
quires accurate, iterative evaluation of mapped-circuit
Timing-constrained area minimization is invoked when a  performance. Our delay estimator uses LUT packing

minimum design clock frequency is specified in conjunction  information to compute the arrival time and delay-slack

with the design. This timing constraint must be met by the value of each node in the circuit and the largest com-
delay of the longest combinational path in the circuit when  binational delay in the circuit. Logic and estimated
mapped to a LUT-based device. For the designs evaluated in routing values are used to approximate mapped-circuit
this paper, it is determined that LUT-only mappings achieve the  performance.

desired minimum frequency and that logic migration to PLAs ¢ lIterative timing-constrained subgraph generation and

will maintain rather than improve design performance. Since  selection.Following delay estimation, an iterative map-

wide-fanin, wide-fanout PLAs typically incur longer delays ping process is started to partially transfer design logic to

than LUTs (e.g.delayppa > 3 x delaypLyr in Apex20KE), PLAs. During each iteration step, subgraphs suitable for
hybridmap maps noncritical paths of the original design to PLA implementation are extracted along noncritical paths.

PLAs and the remainder to LUTs, keeping the delay of the After PLA-feasible subgraphs are identified, the highest

V. TIMING-CONSTRAINED AREA MINIMIZATION
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ranking subgraph is packed into an available PLA and cA B C D
cuit delay is updated to account for the delay perturbati ?

due to the included PLA. If fewer thanPLAs have been

packed, the next iteration of subgraph generation and ¢ X
lection is started. The iterative search process continu

until no additional PLA resources are available.

Each of the steps is integrated into thydridmapflow based
on user-preference and clock-period specification.

A. Delay Estimation

The goal of the delay estimator is to compute the design cr |
ical path and delay slack values in terms of logic and estimat |
routing delays. The delay estimation process is composed | o1
delay tracing and delay update phases. The delay tracingprc ———— 71—
dure [30] computes required signal arrival time and slack valu
associated with each LUT and any subgraph supernode in a
tially mapped design. Each circuit node is assigned a requir
signal arrival time and slack value equal to that of the asso:
ated LUT or supernode. Once an available PLA is packed, t S
delay updating procedure performs LUT reclusteringand desi, X
depth value update so that remaining PLAs can be packed.

1) Delay Tracing the NetworkThe delay tracing procedure
uses depth information to identify noncritical paths in the

design. For each LUT cluster the required signal arrival timgutputs of each supernode can subsequently be used to compute

(RT) is computed at each output and input. Subsequently, #i@ delay of the nodes driven by the supernodes.
slack value (SV) at each cluster output is computed. A detailed

example of circuit delay tracing is presented in [30]. Dela%
tracing has previously been used for LUT-based technology
mapping [13] and technology mapping for FPGAs with LUTs The timing-constrained subgraph generation process is based
and memory blocks [25]. on the basic subgraph extraction approach described in Sec-
2) Reclustering and Updating the Circuit Delayrior to tion IV-C. The timing-constrained approach searches for sub-
packing an available PLA, the depth of each circuit node is comgraphs along noncritical design paths since PLAs inserted along
puted in terms of LUTs. Once a PLA is packed, the circuit delafese paths have a higher probability of maintaining LUT-only
values change along the paths through the PLA, necessitatiiming performance. This search does not guarantee LUT-only
circuit delay updates. The PLA subgraph is initially collapseperformance since subsequent routing congestion may lengthen
into a multi-input, multi-output supernode. The remaining cipath route lengths, but, as shown in Section VII, in almost all ex-
cuit nodes are subsequently reclustered around the supernogesmental cases, performance is maintained. To control delay,
Fig. 11 shows the original circuit covered by LUT clusters anslibgraphs are collected only along paths that contain a min-
a PLA subgraph collapsed to form a supernode. imum slack value o5V ,,;,(= delaypra — delayru). In the
When updating circuit delay values, LUT clusters are recofikely event that a subgraph search encounters a node with slack
structed with respect to the I/O boundaries of supernodes. M&ue< SV, the subgraph generation process terminates fur-
delay updating procedure progresses in two phases. Durthgr searches along paths through that node. Thus, during the
the first phase, the LUT-clustering procedure described forward search phase of subgraph extraction, an encountered
Section 1V-B considers all the nodes in the circuit that are noabdew, whose fanout: has a slack valuéV (c) (< SViin),
along the paths through the supernodes. Depth values are ca@@automatically considered a member of the subgraph root set
puted for the selected nodes and are grouped to '8HOUT  R.S. Similarly, during the backward search, any encountered
clusters. Fig. 11 shows LUT clustering for such selected nodesdep whose slack valu&V (p) < SV, is automatically
During the second phase of the delay updating procedure, tumsidered an input to the subgraph. These cases are shown
depth along paths through the supernodes are computed ugngig. 12 for a subgraphS)) search starting from node If
the approach described in Section 1V-B. For every supernoBeA delay delaypr,) is four and LUT delay delaypu) is
sn, the depth at the outpu€X,,) of sn is computed as the sumone, then,SV,,;, = delayppa — delaypyr = 3. As shown
of largest depth among inputs that drige,, anddelayprs, in Fig. 12(a), during the forward graph search, the nade
wheredelaypra is the delay of the PLA resource. In Fig. 11considered a member &S(v), sinceSV(w) = 1 (< 3). The
the depth for a selected supernode output, O1, is computeddaskly shaded nodes belong to th&(v) and the lightly shaded
max(dy | k = {10,11,12,14}) + delaypr,a = 1+ 2 = 3. nodes belong to the intermediate nodes of the subgraph. Simi-
The depth at O2 is computed asx(dy, | k = {I3,14,15}) + larly, as shown in Fig. 12(b), during the backward graph search,
delayppa = 14 2 = 3. The delay values computed at thehe nodep is considered as input t§ sinceSV (p) = 2 (< 3).

Fig. 11. Example of updating the circuit delay.

Timing-Constrained Subgraph Generation
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feature. The average difference in Pterm reduction predicted
by the estimator improved by about 5% when specific Apex

architectural features were taken into account.
SV(U) =3

SV(W) =1 @

C. Timing-Constrained Area Minimization

-———————

Search The implementation of logic functions with greater than two
product terms requires special processing to meet timing con-
straints. The delay equation for a function requiringnacro-
cellsisdous = 2X dgate+(n—1) X dpexp, Wheredga e anddpexp

are the delays of a macrocell and parallel expander, respectively.
AS dgate > 3 X dryr for the Apex20KE, the use of parallel ex-
panders results in a significant delay for wide Pterm functions.
For functions requiring more than four Pterms, Pterm outputs
can be combined using four-LUTs. This approach also allows
for function complement generation that can be used during
minimization. The added LUTs lead to a minimal reduction in
LUT coverage.

a) Root Set Determination

A
|
!
|
|
|
!

Search VIl. RESULTS
To evaluate the performance diybridmap the MCNC
benchmarks [8] listed in Table Il were mapped to hybrid FPGA
o1 02 architectures. Unless specified otherwise, the target hybrid
architecture is the Altera Apex20KE [1]. Results were obtained
b) Subgraph Determination on a 386-MHz Celeron-based PC containing 128-MB RAM.

All experiments, unless noted, involved the use of the Pterm
Fig. 12. Root set and subgraph determination — timing-constrained. count estimator

The first experiment conducted with our system was to
In Fig. 12(b), the unshaded nodes and sigftatepresent the evaluate the amount of LUTs that could be absorbed into PLAs

inputs to the subgraph. for a typical design without timing constraints (unconstrained).
Two initial representations of input circuits were considered,

VI. TECHNOLOGY MAPPING TO THEAPEX20KE designs reduced to two-input gates and designs preclustered
) to four-input nodes (LUTS). Previous embedded memory

A. Apex20KE Architecture mapping approaches [26] have used four-LUTs as the basis

To illustrate the benefit ohybridmap our new technology for subgraph search. For our system, both two-input gate rep-
mapping approach was targeted to Altera Apex20KE devictgsentations and four-bounded representations are supported.
[1]. This hybrid FPGA architecture contains embedded Pterror the benchmarks listed in Table Il, two separate input graph
blocks with 32 inputs, 16 outputs, and 32 Pterms [4]. As showapresentations were constructed. For the two-bounded case,
in Fig. 13, each Pterm block is composed of macrocell structurgach input netlist was optimized with SIS (script.algebraic) and
which can be fed with any combination of the 32 input signamig[15] to create two-bounded nodes. For the four-bounded
of either polarity. Each macrocell for an Apex20KE Pterm blockour-LUT) case, each netlist was optimized with SIS and
can either drive a macrocell output or a neighboring macrocgilowmap [15]. In both cases, resulting circuits were processed
but not both. As a result, the macrocell architecture does ot hybridmap Results in Table Il indicate remaining LUT
allow sharing of Pterms/sum of Pterms across multiple outputounts afterhybridmapcompletion for a range of PLAs per
Inputs from neighboring macrocells (parallel expanders) are utievice and average LUT coverage per PLA. Post-hybridmap
lized whenever it is necessary to use more than one macrot¢dllT processing was performed by Flowmap. It can be seen

to implement a selected output. that two-bounded graphs allow for greater or equal search
flexibility. For 10 PLAs per device, approximately 17 LUTs
B. Unconstrained Area Minimization could be covered per PLA. Note that LUT coverage per

As each vendor PLA architecture differs greatly, SomPLA decreased as the number of PLAs per device increased.

adiustment to our basic mapping alqorithms are required /%ea—driven results with PLA counts similar to the Apex device
) pping alg 9 = 5) indicate a 15% reduction in LUT usage.

achieve best-possible PLA mapping results. For example, the
Apex20KE device allows for the programmable inversion of o
an AND gate output. The inverter can be programmably setfo Ptérm Count Estimation

merge multiple single-input Pterms into one multi-input Pterm In a second experiment, the benefit of the Pterm-count es-
using DeMorgan rules (e.gs, + b + ¢ = a@bc). Our Pterm timator was evaluated. Table Il indicates leftover LUT counts
count estimator was modified to consider this architecturidr hybridmaprun both with and without Pterm estimation for
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TABLE I
UNCONSTRAINEDMAPPING OFDESIGNS TOr PLAS. RESULTSWERE GENERATED WITH THE USE OF THEPTERM COUNT ESTIMATOR
4-LUT based Input Graph 2 bounded Input Graph

Ckt. Orig. Final 4-LUT Count Final 4-LUT Count LUTs covered per PLA

Name 4-LUTs | r=1| r=5 r=10| r=1| r=5| r=10{ r=1| r=5]| r=10

C5315 608 585 559 504 570 529 470 38.0 | 15.8 13.8

C7552 712 700 668 635 701 657 621 11.0 | 11.0 9.1

apex6 393 362 258 141 364 271 137 29.0 | 244 15.6

dalu 426 413 362 312 414 370 333 120 | 11.2 9.3

des 1583 | 1547 | 1441 1275 || 1553 | 1420 1318 30.0 | 32.6 26.5

duke?2 240 211 124 34 217 133 47 23.0| 214 19.3

e64 270 245 163 78 229 155 62 41.0 | 23.0 20.8

ex5p 1301 | 1277 | 1201 1119 || 1275 | 1216 1142 26.0 | 17.0 15.9

i10 978 958 888 807 919 838 804 59.0 | 28.0 17.4

pair 604 583 519 455 581 511 417 23.0 | 18.6 18.7

rot 304 280 226 164 279 198 145 250 21.2 15.9

s1196 260 226 141 47 237 122 50 23.0| 27.6 21.0

5298 1260 | 1236 | 1134 1010 || 1236 | 1152 1036 240 | 21.6 224

Total/Ave. 8939 | 8623 | 7684 6581 || 8575 | 7572 6582 28.0 | 21.0 17.4

TABLE Il
UNCONSTRAINED HYBRIDMAPRESULTS WITH AND WITHOUT PTERM COUNT ESTIMATOR
Without Pterm Estimation With Pterm Estimation

Ckt. Orig. Final 4-LUTs [Tot. Run-Time min:sec] Final 4-LUTs [Tot. Run-Time min:sec]
Name | 4-LUTs r=1 r=5 r=10 r=1 r=5 r=10
C5315 608 585 [7:38] 559 [7:44] 504 [7:49] 570 [6:43] 529 [6:50] 470 [6:56]
C7552 712 701 [1:41] 657 [1:47] 642 [1:52] 701 [1:59] 657 [2:15] 621 [2:27]
apex6 393 368 [0:11] 286 [0:14] 201 [0:16] 364 [0:22] 271 [0:41] 137 [0:54]
dalu 426 414 [4:13] 370 [4:16] 333 [4:18] 414 [7:20] 370 [7:34] 333 [7:56]
des 1583 | 1552 [12:20] | 1427 [12:26] | 1361 [12:44] || 1553 [14:09] | 1420 [14:46] | 1318 [14:54]
duke2 240 214 [0:09] 164 [0:10] 81 [0:11] 217 [0:04] 133 [0:07] 47 [0:11]
e64 270 229 [0:05] 155 [0:06] 62 [0:07] 229 [0:05] 155 [0:06] 62 [0:07]
ex5Sp 1301 1289 [8:48] 1254 [8:53] 1219 [8:56] 1275 [4:21] 1216 [4:23] 1142 [4:28]
i10 978 934 [8:08] 868 [8:25] 807 [8:45] 919 [7:32] 838 [7:43] 804 [7:59]
pair 604 587 [1:28] 518 [1:35] 430 [1:44] 581 [2:23] 511 [2:47] 417 [3:40]
rot 304 279 [0:19] 217 [0:22] 148 [0:25] 279 [0:43] 198 [1:01] 145 [1:28]
51196 260 233 [0:32] 159 [0:42] 92 [0:48] 237 [0:45] 122 [2:04] 50 [2:32]
$298 1260 1235 [4:29] 1157 [4:39] 987 [4:56] 1236 [5:18] 1152 [5:29] 1036 [5:58]
Total 8939 | 8620 [46:01] | 7791 [47:19] | 6867 [48:51] || 8575 [45:44] | 7572 [50:56] | 6582 [54:30]

a range of PLAs per device') For runs without Pterm es- since subgraphs were more aggressively extracted, reducing the
timation, all subgraphs that exceeded 32 Pterms were imnsearch space. All designs were processed starting from a two-
diately eliminated from consideration without regard to theinput gate representation.

likely post-minimizatiofPterm count. Totdhybridmaprun time

is indicated in bracket®ost-hybridmapd_UT processing was B
performed with Flowmap. As seen in Table Ill, the Pterm esti-
mator allows for approximately 4% improved overall LUT cov- As discussed in Section II-C, several previous approaches
erage for a modest increase in ovetalbridmaprun time. In to hybrid technology mapping with no timing constraints have

some cases, the use of the Pterm estimator reduced run tlmeen developed. In a customized experiméghridmapwas

. Comparisons to Previous Work
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TABLE IV
AREA COMPARISONWITH NODE-BASED HYBRID MAPPING [31]

Ckt LUTs-only Node-based [31] Hybridmap

Name | 4-LUTs | Depth | PLAs | 4LUTs | Depth || PLAs | 4-LUTs | Depth

s1423 154 21 19 72 17 19 95 15

frg2 324 8 30 123 6 30 107 6

x3 282 7 25 98 4 25 109 5

dalu 357 13 27 106 10 27 104 9

sbc 266 8 26 105 8 26 124 5

cps 520 8 53 209 10 53 221 8

s1488 219 7 21 81 6 21 85 6

scf 300 6 33 126 6 33 116 7

apex2 905 16 90 366 13 90 355 9

alud 666 10 69 286 10 69 245 10

Total 3993 393 1572 393 1561
1% ' ' ' ' ' " Hybridmap —— of hybridmap It can be seen that, as the number of available
160 |- [+ PpLAs increaseshybridmap achieves better LUT coverage

than the approach presented in [2]. A maximum improvement
of 22% was achieved for 10 PLAs per devige £ 10). The
4 improved PLA packing density obtained lmybridmapis at-
tributed mainly to two of the procedures availabldnybridmap
but not in [2]: subgraph-based logic extraction accentuated
4 by hill climbing and Pterm estimation targeting Apex20KE
devices.

Since the work described in this paper is the first reported
4 timing-constrained mapping approach for hybrid FPGAs, it was
not possible to compare against previous work in this area.
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As a final experimenthybridmapwas applied in uncon-

Fig. 14. Hybridmap comparison to Lin and Wilton [2]. strained and timing-constrained mode to the benchmark circuits

listed in Table V. For delay and area comparison purposes,
compared to results reported in [31] for hybrid devices coudesigns were initially mapped entirely to LUTs using Altera
taining low fanout PLAs#,, = 16 inputs,o,, = 3 outputs, and Quartus v2000.02 [5], the commercially available Altera tool
pm = 10 Pterms). As shown in Table IV, the results obtainedget. The critical path of each mapped circuit was then used
from hybridmapwhen targeting these small PLAs were competiss the minimum clock frequency constraint foybridmap
itive with previously-reported work. The LUT counts noted irFollowing this initial mappinghybridmapwas then applied to
the fifth and eighth column indicate remaining LUTSs after logithe initial (hon-Quartus mapped) circuits and Pterm and LUT
has been mapped to PLAs. The optimized benchmarks useddartitions were created. These partitions were subsequently
these experiments were previously used in [31] and were ohapped to EP20KE device resources using Quartus with
tained from Kaviani. Note that the number of PLAs per devicgpeedas the synthesis objective. For each design, the smallest
varied from design to design. EP20KE device which could support LUTs-only mappartd

Fig. 14 comparebybridmapresults against those presentedesign pin constraints was targeted.

by Lin and Wilton in [2] (Fig. 12, row 1). The target architecture Table V compares the area and delay values obtained for
for both cases is the Apex20KE architecture with PLA counfsur-LUT implementation against that obtained fombridmap
ranging from 1 to 10. The input to the PLA mapping approadiming-constrained and unconstrained implementation. LUT
described in [2] is a four-LUT mapped circuit from whichvalues indicate the number of LUTs remaining aftgbridmap
PLA subgraphs are extracted based on a search algorithm. phecessing. Note that not all designs have logic mapped to
uncovered nodes in the design at the end of the PLA mappiRterms in the timing-constrained mode. Logic could not be
process are counted to obtain the final LUT count. The benamigrated to Pterms for designs with a zero in column 6 without
mark circuits used by Lin and Wilton were obtained from Lirincreasing the circuit critical path. The bottom row of the
and were input tdiybridmap In order to maintain a commontable presents the arithmetic sum of the results obtained for
ground for comparison, no preprocessing operations sumbnchmark circuitsddybridmapmeets the delay value incurred
as logic optimization or two-input gate decomposition wenrgy a purely four-LUT implementation, and packs about 8% of
performed on the input benchmark circuits. The post-mappingtial design LUTs to Pterms. For the unconstrained case, all
four-LUT count of each benchmark circuit was obtained bgesigns had some logic mapped to Pterms. Overall, 14% of
counting the number of nodes in the four-LUT partition outpdbgic could be mapped from LUTs to Pterms. It was estimated
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TABLE V
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LUT CoveERAGE FORAPEX20KE DeVICES (SPEED GRADE -1)

Timing Constrained Unconstrained

Ckt Target No. LUTs-only Hybrid Hybrid
Name Device Pins | Area | Delay Area Delay Area

LUTs nS | PLAs | LUTs covered nS || PLAs | LUTSs covered
C5315 EP20K200 | 484 525 20.3 0 0 20.3 5 31
C7752 EP20K200 | 484 521 | 289 5 37 272 5 47
apex6 EP20K200 | 484 388 14.5 5 121 14.5 5 121
dalu EP20K60 208 568 26.2 5 175 24.1 5 175
des EP20K200 | 672 | 1555 | 29.4 0 0| 294 5 93
duke2 EP20K60 144 222 14.1 0 0 14.1 5 78
e64 EP20K60 208 258 15.1 0 0 15.1 5 93
ex5p EP20K60 144 | 1251 20.9 0 0 20.9 5 61
i10 EP20K200 | 652 930 | 387 5 38 | 375 5 57
pair EP20K200 | 484 769 19.5 5 111 19.2 5 111
rot EP20K100 | 324 271 18.9 5 53 18.1 5 84
51196 EP20K60 144 263 17.1 0 0] 17.1 5 122
$298 EP20K60 144 | 1157 | 33.8 5 152 | 33.6 5 152
Total/Ave. 8678 | 229 35 687 | 224 65 1225

with hybridmapthat if Pterm blocks required 2X, rather than [2] E. Lin and S. Wilton, “Macrocell architectures for product term em-
3X, the delay of LUTs, timing-constrained LUT coverage

would rise from 8% to 11.8%, approaching 14% unconstrained[3]

coverage.

VIII. CONCLUSION

tomatically identify design partitions for implementation in
PLA-based logic resources have been described. A subgrapl] S. Yang, “Logic Synthesis and Optimization Benchmarks User Guide,

extraction approach based on heuristic search and hill-climbing

bedded memory arraysField Program. Logic Applicat.pp. 48-58,
Aug. 2001.

A. Kaviani and S. Brown, “The hybrid field-programmable architec-
ture,” IEEE Design Test Computol. 16, pp. 74-83, Apr. 1999.

[4] F. Heile and A. Leaver, “Hybrid product term and LUT based architec-

tures using embedded memory blocks,”A@M 7th Int. Symp. Field-
Program. Gate ArraysFeb. 1999, pp. 13-16.

[5] Quartus User GuidgAltera Corporation, San Jose, CA, 2001.
Hybrid devices facilitate efficient area and delay tradeoffs [6]
for FPGA designs. In this paper, heuristic techniques to au-l

Synplify User GuideSynplicity, Inc, Sunnyvale, CA, 2001.

7] R. Brayton, A. Sangiovanni-Vincentelli, G. Hachtel, and C. McMullin,

Logic Minimization Algorithms for Digital Circuits Norwell, MA:
Kluwer, 1984.

vers. 3.0,” Microelectronics Center of North Carolina, Research Triangle
Park, NC, 1991.

was found to quickly identify feasible PLA subgraphs including [9] A. Farrahi and M. Sarrafzadeh, “Complexity of the lookup-table mini-

those with reconvergent paths. A Pterm-count estimator has

been developed which is sufficiently fast enough to be used i

the inner loop of the subgraph generation. An area estimator

further guides the subgraph selection process by estimatin

the LUT count coverage due to each subgrapybridmaphas

evaluated using Altera’s Apex20KE devices [1], reveals that,

on average, 8% of four-LUT area can be transferred to Pterms
while preserving device timing performance and 14% can bél3]

transferred without timing constraints. This provides additional

space for subsequent design additions or for migration to @4j

smaller FPGA device.
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