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a b s t r a c t

Direct numerical simulations of turbulence are optimized for up to 192 graphics proces-
sors. The results from two large GPU clusters are compared to the performance of corre-
sponding CPU clusters. A number of important algorithm changes are necessary to
access the full computational power of graphics processors and these adaptations are dis-
cussed. It is shown that the handling of subdomain communication becomes even more
critical when using GPU based supercomputers. The potential for overlap of MPI commu-
nication with GPU computation is analyzed and then optimized. Detailed timings reveal
that the internal calculations are now so efficient that the operations related to MPI com-
munication are the primary scaling bottleneck at all but the very largest problem sizes that
can fit on the hardware. This work gives a glimpse of the CFD performance issues will dom-
inate many hardware platform in the near future.

� 2012 Elsevier Inc. All rights reserved.

1. Introduction

The direct numerical simulation (DNS) of turbulence is a computationally intensive scientific problem that can benefit
significantly from improvements in computational hardware performance. Graphics processors (GPUs) are special purpose
hardware that are designed for interactive gaming, not for large scientific computations. Nevertheless, GPUs are reasonably
well suited for many tasks that appear in scientific computing, and it is of some interest to examine their potential impact on
computationally intensive algorithms such as the simulation of turbulent flow.

The fundamental advantage of GPUs over classic CPUs comes from the entirely different design of the memory subsystem.
GPUs are designed to display millions of pixels at a rate of at least 60 times per second. The hardware is therefore directly
designed to stream large sets of data in, do a few calculations on the data, and then stream the data out (often to the screen).
To do this, GPUs use fast memory (DDR5) whereas most CPUs still use DDR3. They also use many duplicate channels to mem-
ory (16 at a time) rather than the typical two channels for a quad core CPU. And finally these processors do not use cache
approaches to try and hide the memory latency as CPUs do. Caches are designed to speed up email, operating system tasks,
and word processing. But caches are not typically useful for enhancing game performance or scientific computations. The
long memory streams encountered in graphics applications (or PDE solvers) defeat caches.

The memory streams in a direct numerical solution of turbulence, such as a pressure or velocity field, are on the order of 1
billion bytes each. We would like to efficiently stream this data in, do a few computations and return the same field but at
the next time level. Because processor speeds have been increasing over the last decade but memory speeds have not, all CFD
simulations (and in fact almost all PDE solution techniques) are memory bound. This means, that on modern computers the
computations are not important to the performance of the algorithm. The critical factor is the ability to read data in, and
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write results out. GPU memory subsystems do this an order of magnitude more quickly than CPU memory subsystems based
on caches. Perhaps not surprisingly, the GPU memory subsystem functions (and can be optimized by the user) remarkably
similarly to the memory subsystem of the original Cray supercomputer vector processors.

Early examples of CFD calculations on GPUs are discussed in [1–3]. However, the GPU architectures have been evolving
rapidly since that time in many different areas [4–7]. More recent CFD implementations that involve the CUDA programming
paradigm are discussed in Elsen et al. [8] and Corrigan et al. [9]. Micikevicius [10] applied 3D finite difference computation
using CUDA on 4 GPUs and achieved linear speedup for up to four GPUs. Rossinelli et al. [11] describe a 2D simulation using a
vortex particle method on the GPU that achieves a speedup of 25. Jacobsen et al. [12] discretized the Navier–Stokes equations
on a uniform Cartesian staggered grid with a second-order central difference scheme and achieved a 11� speedup with one
GPU compared with two quad-core CPUs on the same node. They also achieved a 130� speedup for 128 GPUs compared to
two quad-core CPUs (8 cores). In this work, a speedup of 20� is found for 192 GPUs vs. 192 CPU cores. The large reduction in
the calculation time when using GPUs makes the MPI communication time, and methods for hiding this communication
time, paramount in the following discussion.

2. Implementation

2.1. Hardware

Results for two different NSF GPU supercomputers are discussed in this work. Forge has replaced Lincoln at NCSA. It con-
tains 288 Tesla M2070 NVIDIA Fermi GPUs that each have 6 GB DDR5 memory. Forge’s 36 servers each hold two AMD Opter-
on Magny-Cours 6136 with 2.4 GHz eight-core CPUs (16 CPU cores per node) with 3 GB of RAM per core. Each server is also
connected to 8 Tesla processors via PCI-e Gen2 X16 slots. The Forge results were compiled using Red Hat Enterprise Linux 6
(Linux 2.6.32) and the GNU compiler [13]. Another GPU cluster, Keeneland Initial Delivery (KID) resides at the National Insti-
tute for Computational Science (NICS) and will become an NSF XSEDE resource in late 2012. KID has 360 Tesla M2070 NVIDIA
Fermi GPUs that each have 6 GB DDR5 memory. KID’s 120 servers each hold two 6-core Intel Xeon (Westmere-EP) 2.93 GHz
(11.72 GFlops) and 2 GB of DDR3 RAM per CPU core. Each server is connected to 3 Tesla processors via PCI-e Gen2 X16 slots.
Keeneland nodes are connected by an x8 InfiniBand QDR (single rail) network [14]. In both Forge and Keeneland, error-
correcting code (ECC) is on and the memory bandwidth of the GPU’s is therefore reduced by roughly 12%.

The GPU performance of these machines will be compared with calculations using the CPUs on those machines. In addi-
tion, we will also perform tests on Orion, which is an in-house GPU machine containing 4 NVIDIA 295 cards (8 GPUs). On
Orion, each GPU has 0.9 GB of memory and a theoretical bandwidth of 112 GBs. The connection between the GPUs on Orion
uses an 8� PCI-e Gen2 connection (4 GB/s) and for simplicity, the communication still uses the MPI protocol even though
this is a shared CPU memory machine. Also we replaced the first and second GPUs with GTX 480 and Tesla C2070 cards
in order to run some cases with these newer GPUs.

The low-level CFD algorithm structure is dictated by two key features of the GPU hardware. First, the GPUs read/write
memory is an order of magnitude faster when the memory is read linearly with stride 1. Random reads/writes or long strides
are comparatively slow on a GPU. In addition, each multi-processor on the GPU has some very fast on-chip memory (shared
memory) which serves essentially as an addressable program-supervised cache. CFD, like most three-dimensional PDE solu-
tion applications, requires considerable random memory accesses (even when using structured meshes) for sparse matrix–
vector multiplies. Roughly 90% of these slow random memory accesses can be eliminated by: (1) linearly reading large
chunks of data into the shared-memory space, which is fast for all accesses, (2) operating on the data in the shared-memory,
and then (3) writing the processed data back to the main GPU memory (global memory) linearly. This optimization is the key
to obtaining the roughly 20x speedup of the GPU over a CPU.

2.2. Software

The solution method uses a three-step, low-storage Runge–Kutta scheme [15] for time advancement that is second-order
accurate in time. This scheme is stable for eigenvalues on the imaginary axis less than 2, which implies CFL < 2 for advective
stability. The simulations always use a maximum CFL < 1. The diffusive terms are advanced with the trapezoidal method for
each Runge–Kutta substep, and the pressure is solved using a classical fully-discrete fractional step method [16], although an
exact fractional step method [17] is also possible. The solution of the elliptic pressure Poisson equation dominates the solu-
tion time (90%), so further details of this portion of the code are presented in Section 3, and the timing results in Section 4
also focus on this part of the algorithm. The Poisson solution in this work uses a preconditioned conjugate gradient method.
This Poisson solver allows arbitrary boundary conditions (and physically relevant flow initialization) to be computed. FFT
methods for the solution of the pressure, which are common in turbulence simulations, are restricted to fully periodic do-
mains or extremely simple wall geometries.

For the spatial discretization, a second order Cartesian staggered-mesh scheme is used. This not only conserves mass and
momentum to machine precision, but because it is a type of discrete calculus method [18] it also conserves vorticity (or cir-
culation) and kinetic energy in the absence of viscosity. As a result, there is no artificial viscosity/diffusion in this method
except that induced by the time-stepping scheme [19]. In addition, the staggered mesh discretization is free from pressure
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modes and the need for pressure stabilization terms. This discretization method also treats the wall boundary condition well
because the wall normal velocity unknown lies exactly on the wall, so no interpolation is required to enforce the kinematic
no penetration condition. Higher order versions of this method exist but are more complicated to parallelize [20].

Many of the simulations presented below were performed on 5123 meshes with fully periodic boundary conditions on the
exterior of the computational domain, and wall boundary conditions on interior embedded objects. These internal ‘‘mixing
cubes’’ (see Fig. 1) are the reason an FFT based Poisson solver is not possible. They are used to generate the turbulence phys-
ically (by driving the flow past them) rather than imposing some false structure on the turbulence via an ad hoc initial con-
dition or forcing scheme.

The highest Reynolds numbers simulated in this work are comparable to the Reynolds numbers found in laboratory wind
tunnel turbulence experiments (such as Comte-Bellot and Corrsin [21]). In addition, the highest Reynolds numbers tested in
this work are sufficient to show decay rates that are very consistent with high Reynolds number decay theories [22]. The
simulations of turbulence are initialized by driving fluid past the stationary ‘‘mixing boxes’’ with a mean pressure gradient
that varies slowly in time. This initialization procedure has the advantage of allowing the initial turbulence spectrum to de-
velop naturally rather than being imposed as an initial condition. Further details of the simulation initial conditions can be
found in Ref. [22].

Physical units can sometimes be helpful to put the simulations in perspective. If the simulated fluid is water at standard
temperature and pressure (with m = 10�6 m/s2) then the total domain size is a cube that is 48 cm on a side. The small cubes
that initialize the turbulence are 1.4 cm on a side. In the 5123 simulations there are 768 initialization cubes randomly placed
in the domain. The total volume of all the stirring elements is therefore 1.92% of the total simulation volume. The mesh size
itself is 0.9375 mm (which is 1/15th of the stirring cube size). At early times in the simulation, the timestep can be as small
as 1/1000th of a second. In all the simulations, the timestep is never larger than a 1/10th of a second.

2.3. Partitioning

The large cuboid computational domain is divided into smaller cuboid subdomains (Fig. 2(a)). Each subdomain is allo-
cated to one GPU, and each GPU communicates via MPI with its six local neighbors (Fig. 2(b)). A few calculations, such as
a sum(), require very small amounts of data to be globally communicated between all the GPUs. For example, for a 5123 sim-
ulation running on 64 GPUs, each GPU solves a 1283 subdomain problem (2 million mesh points), but it communicates only
the data at the surface of that subdomain with its six neighbors. So 6 � 1282 = 0.1 million data items (or about 5% of the data)
is communicated from/to each GPU. In addition, most of the communication instructions (MPI) can be overlapped with reg-
ular computations, so communication is ‘hidden’ and does not take any extra time to perform. This is an important optimi-
zation because even the fastest MPI interconnect systems (such as the Infiniband used on these supercomputers) is very slow
compared to the GPU’s memory access rates.

Although the boundary data is typically small (<10%) compared to the internal data on the partitions, the MPI commu-
nication operations are also typically very slow (>10� slower) than the internal operations. It is therefore quite possible
for the boundary operations, and not the large number of bulk internal operations, to dominate the solution time and dictate
the scaling behavior of the code. When the boundary operations dominate, the code speeds up by roughly a factor of

Fig. 1. Simulation domain with 768 randomly distributed cubes.
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22/3 = 1.59 when the number of processors is doubled (rather than producing the expected doubling of the speed). This issue
is highlighten by the GPU architecture, but will become a factor in the near future even for classical CPU-based
supercomputers.

For efficient GPU solution, the subdomains (one subdomain per GPU) must be further partitioned into smaller ‘chunks’
(what NVIDIA calls blocks). On the GPU, each multi-processor will handle one or more chunks of data. In the current imple-
mentation each chunk is 16 mesh points in x (or a multiple of 16), any dimension in the y-direction (though typically we
chose a multiple of 16 in this work), and the full subdomain extent in the z-direction. For efficient processing it is best to
have at least two chunks per multiprocessor. The GPU multiprocessors can hide memory latencies by having two chunks
active at the same time. The trade-off of having two active chunks per multiprocessor is that each chunk can only use half
as much shared memory, registers, etc. The size of 16 in the x-direction is dictated by the fact that the GPU multiprocessors
each have 32 SIMD cores that read data much more quickly (‘coalesced memory access’ in NVIDIA terminology) if they can
perform the read in two sets of 8, linearly, and with unit stride. If the mesh size is not originally a multiple of 16 in the x-
direction, the code pads the data with dummy cells so that it is a multiple of 16. Because the chunks in our implementation
tend to be longer in the z-direction than in the other two directions, the chunks in this implementation are similar to fat ‘data
pencils’.

Almost all CFD algorithms, and most PDE solvers, are strongly memory bound. That means the code performance scales
with the number of memory reads and writes, not with the number of mathematical operations. Math operations are now an
order of magnitude faster than memory operations and therefore are close to instantaneous (compared to memory ops). The
memory speeds are therefore critical to the efficiency and scaling of the code. The key issue with multi-GPU computing is
that there are a minimum of three widely differing memory speeds. On a GPU, a chunk of data typically is read into and oper-
ated on using very fast shared-memory (which is effectively a cache). The amount of shared-memory is fixed by the hard-
ware and is 8 KB on the Tesla S1070 or 24 KB per chunk when running 2 chunks per multiprocessor on the Fermi GPUs.
Because it is not stride one, a chunk’s boundary data must be accessed via an order of magnitude slower memory reads
to the GPU’s main memory. In addition, the subdomain boundary data must be transferred and accessed via MPI calls that
are yet an order of magnitude even slower yet. Although our CFD implementation aggressively minimizes the number of
these slower memory accesses, these two separate boundary communications still impact the code performance on every-
thing but the very largest problem sizes.

2.4. Optimizations

Memory allocation and deallocation is expensive on the GPU (and the CPU) because they require calls to the operating
system. To avoid this, the code sets up its own temporary arrays at start up. These can be held and dropped very quickly
by any subroutine. They are only deallocated when the code completes.

Fig. 2. (a) Domain and (b) subdomains with boundary planes for MPI communication.
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Grid information such as Dx, Dy, Dz are stored in a special GPU memory space called constant memory. Constant memory
is cached and therefore fast for repeatedly called items, such as the geometry parameters. Constant memory is a hold-over
from older GPU designs, that is difficult to use, and has fairly limited utility. We also looked at using texture memory (a
memory type designed for real graphics applications) and could find no circumstance where texture memory was beneficial.

Data transfers between the CPU and the GPU are relatively slow and expensive (5–10 GB/s vs. 150 GB/s on the GPU itself).
Almost all data for the CFD calculation therefore resides on the GPU and stays on the GPU. Only when data is needed (for MPI,
or to write data to files) is data copied to the CPU.

2.5. Isotropic, homogeneous decay

Turbulence is generated in these simulations rather than set from an arbitrary initial condition. The generation takes
place by ‘shaking’ the simulation domain (simulating it in a non-inertial reference frame). This shaking drives fluid past small
cubes that are randomly placed in the domain. The direction of this acceleration is random, but its magnitude is fixed. In
these simulations the direction of the acceleration is changed to a new random direction (with the same magnitude) every
0.3 s [22] and 17 accelerations are performed in total (5 s). The primary acceleration is then turned off from 5 s to 7 s and
during this time the domain is returned to its start position. After this 2 s the restoring acceleration causes the mean flow
to be extremely close to zero. Also during this 2 s time period the turbulence changes from being accelerated to being in iso-
tropic decay. At the end of this period (when the mean flow is zero), the boxes instantaneously turn into (zero velocity) fluid
[22]. From 7 s to 12 s the flow adjusts to become pure isotropic decay. After 12 s the turbulent flow is in isotropic decay [22].
Fig. 3(a) shows the turbulent kinetic energy (TKE) compared with data from an FFT-based simulation by de Bruyn Kops et al.
[23]. Fig. 3(b) shows the decay exponent and large-eddy length scale and Re number (divided by 100) as a function of time.
This figure shows very good agreement with theoretical predictions (of n = 1.2 at high Reynolds numbers) up until a time of
30 s (or roughly six large eddy turnover times), at which time the length scale becomes constrained by the simulation do-
main size. Constrained decay (with a constant large eddy length scale) has a theoretical decay rate of n = 2 which the sim-
ulation approaches at very long times. Contour plots of the x component of the velocity at six different times are shown in
Fig. 4. These plots show both the decay of the energy and the growth of the turbulent length scales. Most wind tunnel exper-
iments have a test section with effectively 1–2 s of resolution, so these computations cover a comparatively long time frame.
In the last two pictures the large eddies are large enough to become domain constrained.

2.6. Isotropic, homogeneous decay with plane strain

In this simulation, the same the procedure is used to generate the turbulence up to 12 s. However, the domain is a rect-
angular cube with dimensions of 29 � 79 � 48 cm. After 12 s, uniform plane strain is imposed on the turbulence (in X and Y
directions) up to 20 s. In this simulation the domain deforms with the mean flow (allowing the simulation to continue to use
periodic boundary conditions). So by 20 s the domain has become a perfect cube. From 20 s up to 100 s the turbulence is
allowed to decay with no imposed strain. Fig. 5 shows the TKE, e, decay exponent, large-eddy length-scale and Re number
for this simulation. After 60 s, when the large-eddy length exceeds roughly one-quarter of the domain size, the turbulence
becomes domain constrained and statistically very sensitive to the exact configuration of the largest eddies. The value of
n = 1.5 is the low Re theoretical value. Strain appears to trigger this low Re decay mode. Contour plots of the x component

Fig. 3. (a) Turbulent kinetic energy and (b) decay exponent, large-eddy length scale, and Re number (divided by 100) for isotropic homogenous decay run
on the Keeneland supercomputer using 64 GPUs.
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Fig. 4. Snapshots of 5123 turbulence field showing u iso-surfaces in isotropic homogenous decay at: (a) 5 s (b) 7 s (c) 12 s (d) 20 s (e) 40 s and (f) 110 s
running on the 64 GPUs on Keeneland.
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of the velocity at six different times are shown in Fig. 6. These plots show both the decay of the energy, the growth of the
turbulent length scales, and the change in the domain shape due to the plane strain.

The code is written so that the low level operations come in either a CPU or GPU version. The choice is made at compile
time, and the code is then optimized by the compiler for that given hardware. In theory, the code could operate on virtually
any hardware platform by rewriting only these core lowest-level routines to accommodate the new hardware.

3. Algorithm details

3.1. GPU implementation

The code solves the pressure Poisson equation using a polynomial preconditioned conjugate gradient (CG) iterative meth-
od. The conjugate gradient method is an efficient iterative method and is guaranteed to converge for a symmetric positive-
definite matrix. The CG method is composed of one matrix multiply, one preconditioner matrix multiply, 2 scalar (dot) prod-
ucts, and 3 AXPY (Alpha X Plus Y) operations. The three AXPY parts are easily mapped to the GPU architecture. However, the
most computationally intensive part of the solution procedure is the matrix multiply which computes the Cartesian-mesh
discrete Laplacian. In the current implementation the preconditioner has the same sparsity pattern as the Laplacian matrix
and is therefore implemented in exactly the same way as the Laplacian. To compute the Laplacian matrix for a particular cell,
all neighboring cells and the central cell are needed (7 cells in 3D). This is more difficult than the simple AXPY to map to the
GPU.

When performed naively, the 7 point matrix stencil reads each data item 7 times from the main GPU memory. Only 3 of
the points are linear, stride one, and therefore fast, the others are large stride memory accesses and in terms of speed are
essentially random memory operations. The code is made more efficient by using a modified version of Micikevicius [10]
implementation. This involves reading the data once into the shared memory on each GPU multiprocessor, and then access-
ing it from the fast memory location seven times. To do this each multiprocessor keeps three XY planes of data (from the tall-
in-Z data chunk) in its memory (Fig. 7). The middle XY plane contains five of the stencil points (in the X and Y directions)
saved in shared memory, and the upper and lower XY planes contain the 6th and 7th stencil values (just above and below
the middle XY plane) saved in a register. After the discrete Laplacian is computed for the middle plane, the middle (shared
memory) and upper (register memory) planes are copied to the lower (register memory) and middle (shared memory)
planes respectively. The top plane reads in the new data from the main (global) GPU memory to the register memory.

Note, however, that in order to compute a 16 � 16 Laplacian stencil result, a 18 � 18 data input is actually required
(minus the four corners). This is read in as a 16 � 18 block (with stride 1 fast access), and two 1 � 16 strips for the two sides.
These last two strips have a stride equal to the subdomains size in the x-direction, and therefore are much slower to read. It
therefore takes roughly the same amount of time to read the two 1 � 16 strips as it does the rest of the data (18 � 16). This is
the first example of where the internal data is processed so efficiently that the unusual operations (two boundary strips in
this case) take just as much time as the far more numerous (but much more efficient) common operations.

The other option would be to read 16 � 16 blocks efficiently (no side strips) but only compute a 14 � 14 region of the
stencil. Because the eight SIMD cores on the GPU multiprocessor compute 16 items at a time, this means that the code would
have an instruction divergence. This is where some cores do an operation, and some others do something else. On these SIMD

Fig. 5. (a) TKE and e and (b) decay exponent and large-eddy length scale and Re number (divided by 100) for isotropic homogenous decay with plane strain
1 case running on Keeneland supercomputer using 64 GPUs.
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Fig. 6. Snapshots of 5123 turbulence field showing u iso-surfaces for the plane strain case at: (a) 5 s (b) 7 s (c) 12 s (d) 20 s (e) 40 s and (f) 110 s running on
the 64 GPUs on Keeneland.
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cores this results in slower execution (by about a factor of 2). In addition, this approach means the multiprocessors are read-
ing blocks of 16 that overlap at the edges. This makes the 16 � 16 read slower. Therefore, the advantage of reading no bound-
ary strips is actually lost. One way or the other, there is a price to be paid for the fact that the chunks of data being computed
on each multiprocessor must use data from a different chunk. We have structured the algorithm so that the data transfer
between chunks is an absolute minimum, (it is about 1/8th of the internal data on each chunk). Nevertheless, the slower
times for boundary data between chunks means that this smaller amount of data still has a significant impact on the total
solution time.

The second major optimization in the CG algorithm is to perform the two dot products at the same time as the matrix
multiply and the preconditioner matrix multiply (one dot-product for each). Both arrays for the dot-product are already
in fast shared memory when performing the matrix multiply, so this saves reading the two arrays for each dot-product (four
array reads in total). The dot-products are therefore essentially free of any time impact on the code, except that their final
result must be summed among all the GPUs. This requires an MPI all-to-all communication that cannot be hidden by any
useful computations (but the amount of data communicated is very small, one word per GPU). We recognize that restruc-
turing of the CG algorithm can be performed in order to overlap dot-product summations with computation, however this
also leads to a CG algorithm with more storage and more memory read/writes. So the speed improvement of a modified CG
algorithm is not expected to be significant.

With 5123 meshes, naive summation (for turbulence averages) can lead to round-off errors that are on the order of 109

times the machine precision (for single precision this would mean an order 1 error). Even though we use double precision in
all the computations, summation is still performed in stages to reduce the round-off error. The 3D array is first collapsed into
a 2D array using the GPU, by summing along the Z-direction. Further reduction is then performed by reducing in the Y-direc-
tion, and then the X direction on the CPU, and then by summing the results from all the GPUs using MPI all-to-all commu-
nication (four stages in total). This procedure only looses roughly two decimal places of accuracy during the summation, and
allows the expensive portion of the computation (the first reduction to XY planes) to be performed on the fast GPUs.

3.2. Multi-GPU implementation

The approach to parallelism when using many GPUs together is quite different from the type of parallelism used within
each GPU. The key aspect of the inter-GPU algorithm is the relatively long communication times (using MPI) between GPU
subdomains. These long times are due to GPU-to-CPU copy times and CPU-CPU MPI communication times. For a transfer, all
data must be copied from the GPU to the CPU over the PCI express bus. Only then can the CPU core use MPI (or CPU-threads)
to communicate the data. The MPI (or thread) communication then occurs at CPU memory speeds (which is slower than GPU
main memory speeds). Orion (our in house machine), uses MPI on shared memory which is as fast as MPI can theoretically
function (and is about 8% slower than using threads directly). Still, MPI copy times are significant on that machine. After the
MPI calls, data must be copied back to the GPU.

To hide the copy time and the slow MPI communication times, data is prefetched and overlapped with GPU computations
as much as possible. There are two possible GPU memory types that can be used when hiding the communication. The first
possibility is regular pinned (or page-locked) memory and the second possibility is using mapped or write-combined

Fig. 7. Chunk distribution with in a GPU subdomain.
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memory (zero copy memory) for the MPI buffers. The basic structure of a subroutine with regular pinned memory is shown
in Fig. 8(a).

(A) On the GPU, load the six boundary planes of the subdomain data (which resides in the GPU main memory) into six
smaller (and stride 1) arrays. This requires the GPU and cannot be well overlapped with GPU computations.

(B) On the GPU, start the internal calculation. This step is the primary action of the subroutine.
(C) Copy the small boundary arrays from step (A) to the CPU. This can overlap with part (B).
(D) When part (C) is finished Send/Receive the data planes using MPI. The CPU handles all MPI operations and is otherwise

idle, so this can also overlap with part (B) which executes on the GPU.
(E) Copy the received data from the CPU back to the GPU. Again, this still can overlap with part (B).
(F) When both part (B) and part (E) are finished, apply the boundary data to the calculation.

In the second approach, because mapped memory is used for MPI buffers there is no need to explicitly copy data from the
GPU to CPU or vice versa (though this still happens implicitly). In this approach, when part (A) is done, MPI can start to send
data. In addition, after MPI receives a data message that data can be immediately read by the GPU without explicitly copying
that data from CPU the GPU. The write-combined memory is most efficient when the CPU writes to that memory and GPU
just reads from that memory. So we just used write-combined memory for receiving buffers. Fig. 8(b) shows the basic struc-
ture of a subroutine mapped and write-combined memory is used.

In the latest GPU architecture (Fermi), it is possible to run up to 16 kernels at the same time. So in theory part A and B can
be executed at the same time if there are available resources in the GPU. In practice, for CFD calculations the code rarely goes
faster when doing this. If the internal calculation (part B) takes long enough it can hide the communication occurring in parts
C, D and E. Part F is the portion of the subdomain boundary calculation that cannot be hidden. Typically the final boundary
operation (Part F) involves large stride memory writes and it can therefore never be optimized as well as the internal bulk
calculations (part B). For smaller subdomain sizes (323 per subdomain and less) parts (A) and (F) can take much longer than
part B (the actual bulk calculation).

4. Results

4.1. Strong scaling

Figs. 9 and 10 show the speedup (vs. the same number of CPU cores) and millions of cell updates per second per GPU or
CPU core (MCUPS/Processor) for strong scaling results on Forge and Keeneland supercomputers. MCUPS represents how
many millions of finite-volume cells can be updated (one CG iteration) during a second of wall-clock time. In the strong scal-
ing situation, the problem size is constant, and as the number of processors is increased, the problem size per processor gets
smaller and smaller.

Fig. 8. Typical flow chart for subdomain processing with (a) regular pinned memory and (b) mapped and write-combined memories for MPI buffers. Red
indicates boundary operations (running on stream 2); green indicates the primary bulk operation (running on stream 1) and purple (running on the CPU)
indicates MPI send/receive instructions.
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For strong scaling, the highest speedup (about 25�) occurred for 4–8 GPUs compared to 4–8 CPU cores (Forge’s CPU) for
the Forge supercomputer and 32 GPUs compared to 32 cores (Keeneland’s CPU). In theory, the MCUPS/Processor is directly
related to the hardware efficiency and should be a constant horizontal line. The CPU efficiency decreases from 1 core to 2 and
4 as the cores contend for the limited available memory bandwidth on a single node. The GPU efficiency decreases for large
numbers of processors when the amount of work per GPU drops and overlapping the computation with MPI communication
becomes difficult. Note that this difficulty hiding the MPI communication does not occur on the CPU cores (yet) because for
these problem sizes the CPU computations take much longer to complete (rough 15� longer) and can hide the equally slow
MPI communication.

The performance of the CPU is related to the number of memory pipelines. Unfortunately, in most CPUs, the number of
memory pipelines is not equal to the number of cores. Therefore, in memory bound problems, the CPU shows good perfor-
mance only up to the number of memory pipelines. After that there is not much performance benefit for adding more cores
(only cache benefit). When running on the relatively slow CPU all MPI communications can be hidden by useful computa-
tions, so increasing the number of nodes leads to better performance and an almost constant (horizontal line) for the CPUs.
But for the GPUs, the PCI-e speed (between the CPU and GPU) plays an important role. On Forge, as the number of GPUs in-
creases from 4 to 8 GPUs the PCI-e speed is reduced to x8 from x16. The PCI-e speed for Keeneland is always �16 so with an
increasing number of processors the only reason for losing performance is that the problem size per GPU is getting smaller
eventually making it difficult to hide the communication time of the boundary data.

Fig. 9. (a) Speedup (CPU time/GPU time) and (b) performance per processor for strong scaling of the 1283, 2563 and 5123 CFD problem on Forge
supercomputer using GPUs and CPUs.

Fig. 10. (a) Speedup and (b) performance per processor for strong scaling of the 1283, 2563 and 5123 CFD problem Keeneland using GPUs and CPUs.
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4.2. Weak scaling

Figs. 11 and 12 show the speedup (vs. the same number of CPU cores) and millions of cell updates per second per GPU or
CPU core (MCUPS/Processor) for weak scaling results on Forge and Keeneland supercomputers. In the weak scaling situation,
the problem size per processor is constant. In general, weak scaling shows if communication times are affecting the solution
time.

Fig. 11(b) shows the effect of PCI-e speed on the Forge supercomputer. And Fig. 12(b) shows that with a 2563 subdomain
size, the code performs well on Keeneland for up to 192 GPUs.

4.3. Efficiency of Forge and Keeneland supercomputers

Fig. 13 shows the performance of the code compared to a single processor (single GPU for the GPU cases and a single core
for the CPU results). The efficiency drop for both Forge (4 GPUs/node) and Keeneland supercomputers is 4% for 64 GPUs. On
Keeneland the efficiency drops by 10% when 192 GPUs are used for the 2563 subdomain size. On the CPUs, efficiency is lost as
soon as the number of cores exceeds the number of memory channels.

Fig. 11. (a) Speedup and (b) Performance per processor for weak scaling of the 1283 and 2563 subdomain sizes for the CFD problem on Forge using GPUs and
CPUs.

Fig. 12. (a) Speedup and (b) Performance per processor for weak scaling of the 1283 and 2563 subdomain sizes for the CFD problem on Keeneland using
GPUs and CPUs.
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4.4. Poisson solution

In this section, the performance of the code on 1 GPU on Orion (our in-house GPU cluster) is more closely analyzed. Tim-
ings indicate that 87% of the code execution time is spent in the conjugate gradient (CG) solver (which solves for the pressure
and implicit viscous diffusion terms) and fully 50% of the total time is spent in the sparse matrix multiply subroutines. A
breakdown of the time spent in the CG and Laplace algorithms is shown in Fig. 14. Laplace_Inv is the CG preconditioner.

The summation item in Fig. 14(b) includes copying the dot product results from GPU to CPU plus the last steps of sum-
mation on the CPU. This figure shows that the interior calculation (Part B) is the most time consuming part in the Laplace
solver for large problem sizes. The copying time plus MPI for the largest problem sizes is 4 times smaller than the interior
time. So on Orion, subdomain problem sizes of 1283 per GPU and larger are sufficient to hide the MPI and copying time. On
Forge when 8 GPUs per node are used, this is not quite the same, because the copy time is 2� slower (dashed black line). Also
when a single node is used, MPI is not using the Infiniband card for communications. So when the number of GPUs exceeds
the number of GPUs on a node, MPI times increase significantly. Therefore, in order to use many GPUs efficiently, the sub-
domain size per GPU should be at least 1283. Current GPUs do not have enough memory to handle problem sizes greater than
2883 per GPU. This means that the GPUs can operate efficiently only on the very largest problem sizes that the hardware can
handle. For smaller problem sizes the communication time (via MPI) is larger than all the internal calculations.

Because every GPU subdomain has to send data on its boundaries to 6 other subdomains, it needs to copy six boundary
surfaces to the CPU. So part (A), (C), (D) and (E) scale like N2. But part (B), solving the interior points, grows like N3. Fig. 14(b)
shows the extrapolated time for copying between the CPU and GPU plus the MPI time on Orion with a single GPU and PCI-e

Fig. 13. (a) Forge and (b) Keeneland efficiency for the weak scaling of the 1283 and 2563 subdomain sizes for the CFD problem using GPUs and CPUs.

Fig. 14. Time for (a) CG and (b) Laplace subroutines for different problem sizes using the Tesla S1070 on Orion.
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x8. As you can see even for 1283 subdomain sizes the copying times are barely overlapped with the interior domain
computation.

We should also note that in all Orion results, ECC (error correcting memory) was off, but on Forge and Keeneland ECC is on
and therefore the GPU memory speeds are slower. When ECC is on, the Tesla C2070’s raw bandwidth is reduced at least by
10%. Fig. 15 shows the speedup of single Tesla C2070 with ECC on and off, compared to the single core of an AMD CPU.
Fig. 15(b) shows that when ECC is on, the performance of the code is reduced by 30% on average.

The NVIDIA Parallel Nsight tool [24] was used to analyze the Laplace matrix multiply routine in detail on a Tesla C2070
GPU installed on Orion with ECC memory error checking turned off. Fig. 16 shows the timeline for the Laplace matrix-mul-
tiply subroutine with two different communication hiding approaches on a problem size of 643.

This problem size is not sufficient to completely hide the communication time. Fig. 16(a) shows that the actual MPI time
overlaps with the computation, but the copy back to the GPU does not overlap well. With this first approach it takes a long
time for the boundary fix (part F) code to load onto the GPU and start executing (the bright green is idle GPU time). This case
is an example of how the GPU can be strongly affected by the long times associated with GPU synchronization. Synchroni-
zation takes on the order of 200 ls to execute, which is the same order of magnitude as the interior execution, which is the
primary point of the subroutine.

With mapped and write-combined memories for the send and receive buffers, as shown in Fig. 16(b), the parts (A) and (C),
and parts (D) and (E) are combined into one single transaction. When mapped and write-combined memories are used for
send and receive buffers, the time for (A) plus (C) is smaller than when regular pinned memory is used for these parts. How-
ever, part (F) is faster in regular memory than when using write-combined memory. Reading from regular pinned memory is
faster than write-combined memory. Also Fig. 16(a) shows that part (B) in regular memory is faster than the pinned memory
case. The main reason for the deference in times is that the mapped memory parts (A), (C) can copy concurrently with the
GPU as it executes computations (Part (B)). So some of the GPU resources are used to execute part (A). When write-combined
memory is used for receive buffers there is no need for cuStreamSynchornize after the MPI calls. The removal of synchroni-
zation improves overall performance.

The total run time for 643 when pinned memory is used is 704 ls and the total execution time when using the mapped
memory is 467 ls. For the relatively small problem (643 per GPU) mapped memory is almost 50% faster than pinned mem-
ory. The primary reason for this difference is removal of the second cuStreamSynchornize.

Fig. 17 shows the timeline for the Laplace matrix-multiply with for both approaches for a problem size of 1283. In this
case, MPI and copying times are four times longer and the interior calculation time is eight times longer than for the 643

case shown in Fig. 16. Although this result is just for a single GPU the code still uses MPI and message sending to implement
the periodic boundary conditions. This MPI communication is fast (since it is on the same CPU), but sufficient overlap time
exists in this calculation to tolerate longer MPI send times.

Fig. 17(b) shows that parts (A) and (C) are running fully concurrently with the actual calculation in part (B). This feature is
available only for the Fermi architecture. However, part B now takes longer, so this overlap is largely superficial and does not
lead to reduced run times. The total run time for the 1283 case when pinned memory is used is 1990 ls and it is 2332 ls
when mapped memory is used. This is the opposite of the 643 case. Now the pinned memory is almost 17% faster than
mapped memory. The main reason for this difference is that writing and reading from mapped memory is more expensive
than reading and writing from regular pinned memory. So parts (A + C) and (F) in mapped and write-combined memories

Fig. 15. (a) Performance and (b) speedup for different problem sizes using Tesla S1070 on Orion with ECC on/off options. Both single precision (SP) and
double precision (DP) calculations are analyzed.
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cases take much more time than part (A) and (F) in regular pinned memory (the part (C) in pinned memory is completely
hidden with the part (B)).

Fig. 18 shows the timeline for the Laplace matrix-multiply with for both approaches for a problem size of 2563. In this
case, the interior calculation is now four times larger than MPI plus copying times so there is plenty of spare time for slower
MPI communication times over a large network. There is now an almost 8500 ls safety margin (the gap between the last two
cuStreamSynchornize in Fig. 18(a)) for MPI communications. Fig. 18(b) shows that parts (A) and (C) are running partly con-
currently with part (B) for the 2563 case. The reason for this is that parts (A) and (C) are requesting more resources than are
now available in the GPU device. So only some section of parts (A) and (C) can run concurrently on the GPU. The total run
time for the 2563 case when pinned memory is used is 12,403 ls, and for the mapped and write-combined memory it is
14,043 ls. As with the 1283 case, the pinned memory is almost 13% faster than mapped and write-combined memory.

Fig. 16. Timeline for Laplace kernel for 643 (with total time) for (a) regular pinned memory (704 ls) and (b) mapped and write-combined memories
(467 ls) using Tesla C2070 on Orion (ECC is off).

Fig. 17. Timeline for Laplace kernel for 1283 (with total time) for (a) regular pinned memory (1990 ls) and (b) mapped and write-combined memories
(2332 ls) using Tesla C2070 on Orion (ECC is off).
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Due to the hardware setup on Forge (the GPUs share the PCI-e bus), it actually takes 2� longer to copy than on Orion. This
means that on Forge the 1283 simulation takes longer to copy boundary data off the GPU (part C and E) than it takes to com-
pute (part B). The MPI and copy back barely overlap.

The larger simulations show good overlapping of the communication with computation. On Orion, the 1283 case even has
some leeway for expanded MPI communication times. Note that for the 1283 case, the boundary computing time (part A and
F) is 22% of the bulk time (reducing the effective performance of the code by roughly the same amount). In an ideal calcu-
lation, this boundary processing would be as fast as the bulk and therefore take only 5.4% of the bulk time.

The 2563 case shows relatively small communication times compared to the computations. This large problem size in-
volves 67 million unknowns and requires 3.5 GB of memory for double precision calculations. The Tesla M2070 has 6 GB
of memory so this is more than half of the GPU memory. The largest problem size that can be computed is 2883 per GPU
(5 GB, the GPU reserves some memory for its actual job of providing video). The maximum memory available for less expen-
sive GPUs is 3 GB.

5. Discussion

It was determined that GPUs can significantly enhance the speed of CFD calculations (by roughly a factor of 20�). How-
ever, the large speed increases in the primary part of the computation, now bring the lesser (and slower) parts of the calcu-
lation directly to the forefront. Hiding communication times and boundary data calculations become difficult for anything
but the largest problem sizes that the hardware can support.

The mantra in computer engineering is to make the common case fast. GPUs follow this philosophy to great effect. How-
ever, at some point the common operations become so fast that the uncommon operations dictate the overall performance.
In our CFD calculations on GPUs, as little as 5% of the data can control the code performance (on anything but the largest
problem sizes). The GPU now performs common calculations so fast that other factors (large stride memory accesses and
GPU–GPU communication) become the bottleneck even though those operations are relatively uncommon.

This work indicates that GPU supercomputers will enable larger CFD calculations to be performed, but they will not be as
helpful at allowing existing CFD simulations to simply run faster. A 1283 simulation can be run on either a single GPU or all
16 CPU cores of a shared memory machine in roughly the same amount of time. While adding 7 GPUs to this same moth-
erboard is possible (see Orion) it will not allow this same problem to be computed 8 times faster. The additional 7 GPUs only
allow a 2563 simulation to be performed (in the same amount of time as before).

It was determined that GPU synchronization calls can have a profound effect on the GPU performance. This is particularly
true for smaller subdomain sizes like 643 per GPU. With only 0.25 � 106 operations, the GPU executes code faster than it can
synchronize. The command cudaThreadSynchronize sometimes takes 200 ls and can stop the CPU from loading the next exe-
cutable kernel to the GPU. The command cudaStreamSynchronize is similar. It makes the CPU and GPU stall if the specified

Fig. 18. Timeline for Laplace kernel for 2563 (with total time) for (a) regular pinned memory (12,403 ls) and (b) mapped and write-combined memories
(14,043 ls) using Tesla C2070 on Orion (ECC is off).

256 A. Khajeh-Saeed, J. Blair Perot / Journal of Computational Physics 235 (2013) 241–257



Author's personal copy

stream is still running. However, if the stream has been already finished, cudaStreamSynchronize does not take much time.
This code uses implicit synchronization (no explicit commands) as much as is possible.

The ECC memory has a significant effect on the performance of the Fermi GPUs. It slows them down by about 30% so that
the Fermi GPUs work almost the same as the GT200 series (previous generation). Also the amount available memory is re-
duced by 12.5%.

In general, if there is a possibility of hiding the copying time with a kernel execution it is efficient to use regular pinned
(page-locked) memory instead of mapped (or write-combined) memory. Mapped memory is useful on the GPU only if it is
not possible to hide the copying time with kernel execution. This occurs when finding the summation or maximum value of a
large field of variables.

The GPU has a fairly narrow operating range in terms of the number of unknowns per subdomain that the GPU can pro-
cess. With less than 2 M mesh points CFD calculations do not have enough internal work to hide communication times. And
with more than 14 M mesh points, standard GPUs run out of memory. The Tesla GPUs can go another 2� larger (up to about
25 M mesh points).
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