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Abstract: A Knowledge-Based Interval Modeling (KBIM) Method is introduced for empirical search of the global optimum. The method takes advantage of the a priori knowledge of the system in terms of the linear/nonlinear, monotonic/nonmonotonic, sensitivity information between the objective function/constraints and the system variables and incorporates it in an interval model. This enables the KBIM Method to uniquely interleave model-building and model-refinement in the optimal search process, which makes it ideally suited to cases where exact input-output relationship is not defined. The efficiency of the KBIM Method is enhanced by an on-line learning scheme which improves the accuracy of the interval model after each search iteration by comparing the estimated range of its outputs with the actual outputs. The KBIM method has several advantages over conventional empirical search methods: (1) the interval model provides a generic form of representation for linear and nonlinear problems alike; therefore, there is no need for selecting the form of the empirical model through trial and error, (2) the use of a priori knowledge in modeling eliminates the need for initial trials to construct an empirical model, so from the beginning a plausible region can be identified within the input-space as the basis of search for the global optimum, (3) the use of intervals relaxes the need for precise information, so there is less demand for exploration within the input-space, and (4) the identification of a plausible region early on focuses the search within the plausible region, leading to a more complete model of this region by using the input/output data from the search for learning.
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I. INTRODUCTION

Efficient search of the global optimum is a continuing objective in optimization. Conventional optimization methods, such as Genetic Algorithms, Simulated Annealing, or Random Search may be used to seek the global optimum [1-4]. These methods rely exclusively on evaluation of the objective function and constraints based on a well-established input-output system model, and guide the search based on certain heuristic concepts, such as evolution in Genetic Algorithms, thermodynamics in Simulated Annealing, or probability in Random Search. The Bounding Method, another method used in global optimization, searches for the optimum by partitioning the search space into smaller subregions and producing a bound for the range of values of the objective function/constraints over each subregion. It then rejects those subregions which definitely cannot contain a global optimum [5]. Although this method is guaranteed to find the global optimum given sufficient computing time and memory, it typically relies on the availability of the analytical models
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of the objective function/constraints for its search. For many optimization problems, however, input-output system models representing objective function/constraints either cannot be defined or are computationally prohibitive. Although high fidelity computational models (i.e., FEA codes) can be employed in place of analytical models in many disciplines, the high cost of computation associated with them prevents them from being used in global optimization procedures [6].

In the absence of analytical input-output system models, empirical models of the objective function/constraints may be developed off-line using statistical methods such as design of experiment (DOE) methods [7-9]. The main drawbacks are the high cost of experimentation and the difficulty in determining an appropriate form for the model. In cases where the degree of nonlinearity of the problem is unknown, an inappropriate model may lead to misrepresentation and inefficiency of the search. In order to relax the need for global modeling of the search space, model management or move limit strategies may be employed to develop an empirical model within a trust region around the current search point [6,10]. Although local modeling of the trust region requires a smaller number of experiments than global modeling, the total number of experiments has been shown to be similar due to the need for modeling several regions [6]. Empirical modeling may also be performed on-line using the data that become available during the search [11]. But, it has the same limitations as off-line modeling.

In this paper, the Knowledge-Based Interval Modeling (KBIM) Method is presented to enhance the efficiency of empirical search in several ways. The interval model that represents the objective function/constraints has a generic form, so there is no need for trials to determine the form of the model. Furthermore, this model provides the framework to incorporate linear/nonlinear and monotonic/nonmonotonic sensitivity information between the objective function/constraints and the system variables in its initial definition. As such, it requires less training. The KBIM Method simultaneously interleaves modeling and search, and continually searches for optimum within the plausible region estimated by the model and provides data for model refinement as well. This leads to a more concentrated modeling effort within the search space and, therefore, a more efficient search of the optimum. In this method, the basic concepts of interval arithmetic [12, 13] are extended to estimate the bounds for the objective function/constraints as the basis for defining the plausible region. Due to the inherently conservative nature of the estimated bounds, the estimated plausible region is likely to continually encompass the actual plausible region of the global optimum such that the search is less likely to be trapped at local optima.

II. THE KBIM METHOD

The a priori knowledge of a system may include causal relationships between the inputs and outputs. This knowledge may also contain the level of each input’s effect on various outputs. In this work, an interval model is introduced to represent such knowledge in the form of an interval model as follows [12]:

\[
\Delta \tilde{y}_j(k) = \tilde{C}_{1j}(k)\Delta x_1(k) + \tilde{C}_{2j}(k)\Delta x_2(k) + \ldots + \tilde{C}_{nj}(k)\Delta x_n(k), \quad j = 1, \ldots, m
\]

where each coefficient denoted with a left-right arrow ‘\( \leftrightarrow \)’ is defined as an interval,

\[
\tilde{C}_i(k) = [\tilde{C}_{ij}(k), \tilde{C}_{ij}(k)], \quad i = 1, \ldots, n
\]

In the above model, \( C_{ij}(k) \) and \( C_{i0}(k) \) represent the current values of the lower and upper bounds of the sensitivity functions between each input \( \Delta x_i(k) \) and output \( \Delta \tilde{y}_j(k) \). The interval \( \Delta \tilde{y}_j(k) \) denotes the estimated range of change of the \( j \)th output resulted from the change to the current inputs \( \Delta x_1(k), \ldots, \Delta x_n(k) \), and \( k \) denotes the current search iteration number. The coefficient intervals defined above provide a convenient mechanism for incorporating a variety of qualitative relationships. For example, a monotonically increasing relationship can be represented by the coefficient interval \([0, +A]\), or a monotonically decreasing relationship can be represented by the coefficient interval \([-A, 0]\), where \( A \) is an unknown positive number. A coefficient interval of \([-A, A]\) would indicate an unknown causal relationship, and the coefficient interval \([0, 0]\) would indicate a null effect. Furthermore, if the relative effect of two inputs is known, then their upper limits can be defined relative to each other. For example, if the effect of one input on an output is known to be at least twice the effect of another input, then the coefficient interval of this input can be set as \([0, +2A]\), defining its upper limit as twice the upper limit of another output having a coefficient interval \([0, +A]\). While the above coefficient intervals can only define qualitative relationships between the inputs and outputs, they do not exclude quantitative knowledge. For example, if the effect of a design variable such as cross sectional area on a design objective such as deflection is between
The fit provided by the interval model for a wildly nonlinear input/output relationship is illustrated in Figure 1, when the output range is estimated relative to one reference input. According to Eq. 1, the estimated range of the output becomes larger, and therefore less accurate, as the potential input is selected farther from the current input. This potential drawback of the interval model is eliminated after several inputs are explored and output ranges are estimated. Note that although the output range is quite large at points far from the current input in Figure 1, it still encompasses the actual output, mainly due to its compliance with the actual input-output relationship and its conservatively defined coefficient interval.

The range of outputs resulting from changes to the present inputs can be estimated using the interval model, according to the following interval analysis computation rules [12]:

\[
\begin{align*}
\tilde{C}_{ij} \Delta x_i &= \min \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\}, \\
&\quad \max \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} \\
\tilde{C}_{ij} \Delta x_i + R &= \left[ \min \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} + R, \\
&\quad \max \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} + R \right.
\end{align*}
\]  

(2)

(3)  

where \( R \) denotes a constant, and

\[
\tilde{C}_{ij} \Delta x_i + \tilde{C}_{ij} \Delta x_i = \left[ \min \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} + \min \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\}, \\
\max \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} + \max \left\{ C_{Lij} \Delta x_i, C_{Uij} \Delta x_i \right\} \right]
\]

(4)

Using these computation rules, the estimated interval of the output, \( \tilde{y}_j(k) \), or any set of inputs \( x_1, x_2, \ldots, x_n \) can be computed relative to the explored input \( [x_1(k), x_2(k), \ldots, x_n(k)] \) and its output \( y_j(k) \) as

\[
\begin{align*}
\tilde{y}_j(k) &= y_j(k) + \Delta \tilde{y}_j(k) \\
&= y_j(k) + \tilde{C}_{ij}(k) \Delta x_i(k) + \cdots + \tilde{C}_{nj}(k) \Delta x_n(k) \\
&= \left[ y_j(k) + \min \left\{ C_{Lij} \Delta x_i(k), C_{Uij} \Delta x_i(k) \right\} + \cdots + \min \left\{ C_{Lnj} \Delta x_n(k), C_{Unj} \Delta x_n(k) \right\}, \\
&\quad \max \left\{ C_{Lij} \Delta x_i(k), C_{Uij} \Delta x_i(k) \right\} + \cdots + \max \left\{ C_{Lnj} \Delta x_n(k), C_{Unj} \Delta x_n(k) \right\} \right]
\end{align*}
\]

(5)

Figure 1. Estimated range of output by the interval model using one input-output pair.
\[ \Delta x_i(k) = x_i - x_i(k), \quad i = 1, \ldots, n \] (6)

The estimated output \( \hat{y}_j(k) \) at a candidate input \( x_i \) may be computed relative to any set of previously explored inputs, yielding different estimates of \( \hat{y}_j(k) \) (due to different values of \( \Delta x_i(k) \)). In order to cope with the multiplicity of estimates, \( \hat{y}_j(k) \) is defined here as the common range among all of the \( \hat{y}_j(k) \) estimates. The estimation of \( \hat{y}_j(k) \) using this commonality rule is illustrated in Figure 2 when \( \hat{y}_j(k) \) is estimated relative to three explored inputs. It is clear from Figure 2 that using this estimation approach for \( \hat{y}_j(k) \) enables representation of the system nonlinearity in a piecewise fashion. This representation capability of the interval model is illustrated in Figure 3 when several input-output data have been available for estimation purposes. Of course, it should be noted that this representation capability of the interval model will be successful when the model complies with the overall nonlinear input-output relationship. A case where such a compliance does not exist is illustrated in Figure 4, where the lack of commonality between the estimated ranges of output causes a part of the input-output relationship to not be accurately represented by the interval model. Any lack of compliance between the interval model and the input-output relationship will be corrected by adaptation of the coefficient intervals through learning.

**A. Learning**

Although the *a priori* knowledge may provide a good initial estimate of the plausible region, it may not be able to carry the search process to the end unless it is refined through learning. In the proposed method, the coefficient intervals of the interval model are updated according to the input-output data acquired during search by considering new values for each of the upper and lower limits of individual coefficient intervals. The adaptation of the coefficient intervals may be performed in two steps: enlargement and shrinkage. First, the output ranges for all the search iterations are estimated according to the current interval model. If the estimated output ranges do not include the actual outputs, the upper and lower limits of the first coefficient intervals will be enlarged in small steps to yield an enlarged coefficient interval, as

\[ [L_{ij}(k) - \beta, U_{ij}(k) + \beta] \] (7)

where the small steps \( \beta \) can be defined proportional to the current interval length, as

\[ \beta = \gamma [U_{ij}(k) - L_{ij}(k)] \] (8)

with the parameter \( \gamma \) within the range \( \left[ \frac{1}{50}, \frac{1}{20} \right] \). After each enlargement, the output ranges are re-estimated using the enlarged coefficient. If the newly estimated outputs do not include the actual outputs, the next coefficient will be enlarged, and enlargement of the coefficient intervals will be repeated until the estimated output ranges include all of the actual outputs.

---

**Figure 2.** Estimated range of output by the interval model when three input-output pairs are used.
Figure 3. Estimated range of output by the interval model using five input-output pairs.

Figure 4. Estimated range of output by a monotonic interval model for a nonmonotonic input-output relationship.
Although the newly updated interval model will fit the input-output data after the enlargement phase, some of the coefficient intervals may be larger than they need to be and may provide largely over-estimated output ranges. In order to rectify this situation, each coefficient interval will be shrunk individually by selecting two new candidates respectively for its upper and lower limits in proportion to the current interval length. The two new candidate coefficient intervals will have the form

\[
\left[ C_{LJ}(k) + \beta, C_{UJ}(k) \right] \text{ and } \left[ C_{LJ}(k) - \beta, C_{UJ}(k) - \beta \right]
\]

(9)

and their suitability will be tested by how well they include the actual outputs within the newly estimated ranges. The goodness of fit of the outputs for each candidate interval is quantified by the evaluation function

\[
E = \sum_{j=1}^{m} \sum_{q=1}^{k} \left[ (y_{j}(q) - y_{j}(q))^2 \right]
\]

(10)

where \(m\) represents the number of outputs, \(k\) represents the current number of search iterations, \(y_{j}(q)\) and \(y_{j}(q)\) represent the lower and upper limits of the estimated output ranges, and \(y_{j}(q)\) denotes the actual output. A smaller evaluation function \(E\) indicates a more centered set of outputs within the estimated ranges, which is more desirable; therefore, the candidate interval with a smaller value of \(E\) is selected. This procedure of shrinking coefficients will be repeated for every coefficient interval in the model. The univariate shrinkage of coefficient intervals will reduce the value of \(E\), however it may not minimize it. The alternative is to perform an optimization of \(E\), but that will demand prohibitively long searches. This shrinkage procedure is repeated in a cyclic fashion until either the estimated output ranges begin to exclude the actual outputs or the intervals violate the minimum length constraint defined as:

\[
\min L = \left( C_{UJ}(0) - C_{LJ}(0) \right) (1 - \alpha)^k
\]

(11)

which is provided to prevent drastic shrinkage of the coefficient intervals. In the above equation, the parameter \(\alpha \in [0,1]\) determines how fast the coefficient will be shrunk, and the parameter \(k\) denotes the current search iteration. The coefficient interval cannot be shrunk when \(\alpha = 0\) and can be shrunk without limits when \(\alpha = 1\). With \(\alpha\) equal to 0.1, a coefficient interval can be shrunk to 35% of its original length at the 10th iteration and to 12% at the 20th iteration. For conservatively defined initial coefficient intervals, the parameter \(\alpha\) can be set to a large value (e.g., between 0.15 and 0.3) in order to have a fast shrinkage rate. On the other hand, for a system with several inputs, the parameter \(\alpha\) can be set to a small value (e.g., between 0.05 and 0.15), since a slow shrinkage rate is preferred due to the larger number of data needed for training. For a highly nonlinear system which also needs extensive training, a small value of \(\alpha\) is preferred as well. In general, the value of \(\alpha\) only affects learning at the beginning of search because once enough data are available, learning is driven more by the data than the value of \(\alpha\). In order to demonstrate the learning algorithm, the interval model used for the estimation in Figure 4 is updated according to the two explored input-output data and the estimated outputs by the updated interval model are shown in Figure 5. The results indicate the effectiveness of the learning algorithm in correcting initially ill-defined models.

**B. Search**

The search process is guided by selecting the inputs for the next search iteration within the plausible region, which comprises all of the inputs that will produce better objective functions than those at explored inputs during previous search iterations. In order to estimate the plausible region, the estimated ranges \(\hat{y}_j(k)\) of the objective function at \(N\) randomly tested inputs within the search space are compared with the best value of the objective function at the previously explored inputs so as to determine whether the inputs belong to the plausible region. The number \(N\) is an arbitrary large number that corresponds to the size of the search space. In the case of minimization, when the lower limit of the estimated range of the objective function is smaller than the lowest value of the explored objective functions in the previous search iterations, the corresponding input is considered to be in the plausible region. Similarly for maximization, the upper limit of the estimated range of the objective function needs to be larger than the highest value of the explored objective functions so that the corresponding inputs be considered in the plausible region. Estimation of the plausible region using the upper estimate of the objective function is illustrated in Figures 1–3. As shown in these figures, overestimation of the objective function leads to estimated plausible regions that are larger than the actual plausible region. However, these estimated plausible regions are expected to always encompass the actual plausible region due to the conservative
definition of the interval model. In Figure 3, for example, the estimated plausible region \([x_0, x_1]\) includes the actual plausible region \([x_0', x_1']\). The results in these figures also indicate that the estimated plausible regions are usually shrunk as more input-output pairs are explored, even when nonplausible inputs are explored. For example, compared to the estimated plausible region in Figure 2, the two additionally explored non-plausible input-output pairs in Figure 3 shrink the estimated plausible region to a more appropriate region in terms of optimization, that is, a region around the global maximum of the function. By only exploring the smaller estimated plausible region, fewer input-output data will be needed for modeling, so the search efficiency will be improved.

For constrained optimization problems, the plausible region should be restricted inside the feasible region. Without loss of generality, all the constraints are assumed to be ‘\(\leq\)’ inequality constraints with the right hand side set to 0. Therefore, in order to estimate the feasible region, the estimated ranges of each constraint at the \(n\) randomly tested inputs are compared with 0 so as to see whether the corresponding inputs belong to the feasible region. If the lower limit of the estimated range of the constraint is smaller than 0, the corresponding input is considered to be in the feasible region. Otherwise, it is not. The above procedure of estimating the feasible region based on a single constraint is then extended to multiple constraints by forming the conjunction of the estimated feasible region from each constraint. For constrained optimization problems, the conjunction of the estimated feasible region and plausible region will be used as the estimated plausible region, with the expectation that the inputs within the estimated plausible region will produce better values of the objective function while satisfying the constraints.

The suitability of the inputs within the plausible region cannot be compared, since only the ranges of the corresponding objective function and constraints can be estimated. Therefore, an input is randomly selected among the estimated plausible inputs for the next search iteration. When no plausible inputs are found within the \(n\) random trials, it is decided that the plausible region is too small for any further search to yield a better input. Therefore, the search is considered to have converged and the best input among all the explored inputs is considered as the optimum. The search may also be considered exhausted when a maximal number of search iterations is reached.

III. THE KBIM METHOD

A schematic of the optimization procedure used by the KBIM Method is shown in Figure 6. First, the \(a\ priori\) knowledge is used to formulate the interval model representing the objective function and constraints. Then, an initial input is randomly selected within the search space, and its objective function and constraints are evaluated through experiments. Based on the explored input, a plausible region is estimated by the interval model as the basis for selecting the inputs for the second search iteration. Next, the estimated ranges and actual values of the objective function and constraints at the selected inputs are compared for refining the interval models. Again, the updated interval model is used to estimate the plausible region. The above procedure is repeated until the termination criteria is satisfied, i.e., no plausible region is found or the maximal number of search iterations is reached.
IV. EVALUATION OF THE KBIM METHOD

The performance of the KBIM Method was evaluated in two benchmark problems. The first benchmark is an unconstrained optimization problem with multiple local optima, and the second benchmark represents a constrained optimization problem.

A. Maximization of the Peak Function

The Peak Function has been used as a benchmark for Genetic Algorithms (Jang et al., 1996) [14]. It is a two-input function defined as

$$f(x, y) = -10 \left( \frac{x}{5} - x^3 - y^2 \right) e^{-x^2 - y^2} + 3(1 - x)^2 e^{-x^2 - (y+1)^2}$$

$$- \frac{1}{3} e^{-(y+1)^2 - y^2}$$

(12)

The surface plot of this function, shown in Figure 7, has three local maxima and two local minima. The objective is to find the global maximum.

The input-space was confined to a square of [-3,3] x [-3,3]. In order to obtain a priori knowledge, in the absence of process knowledge conventionally provided by the expert, the objective function was evaluated at ten different inputs within the input-space. The coefficients of the interval model were then defined according to the sensitivity ranges obtained at these inputs. Since ten sample points are found to be adequate in providing an overall representation of a two-input problem, the parameter α in Eq. 11 was set to 1 so that the coefficient intervals could be shrunk without limits during learning. The search number N for each search iteration was set to 20,000, and altogether 100 search iterations were run.

The Peak Function is known to have a global maximum at $x^* = (-0.0077, 1.5823)$ with the function value $f(x^*) = 8.1062$. The best inputs selected at the 100th iteration by the KBIM Method for five different initial models, which were produced by different sets of initial inputs, are shown in Table 1. The results in Table 1 indicate that the inputs are quite close to the optimal inputs, and that the search was successful independent of the initial coefficient intervals.

The inputs selected by the KBIM Method during one of these trials are shown in Figure 8, which include the ten inputs used for defining the a priori knowledge. The variations of the inputs at the beginning of the search are due to the plausible region being relatively large. However, as more input-output data becomes available to better estimate the plausible region, the estimated plausible region becomes smaller and the variations of the inputs decrease. After the 55th iteration, both inputs stay within a small region around the global maximum, indicating that the estimated plausible region has converged around the global maximum. The actual values and upper estimates of the Peak Function at these selected inputs are shown in Figure 9, verifying the convergence of the inputs towards the optimum after the 55th iteration. The results in Figure 9 also indicate that the upper estimates are mostly larger than the actual values. Given that the plausible region used for search by the KBIM Method is defined based on these upper estimates, these overestimated Peak Function values translate to overestimated plausible regions during search iterations, providing safeguards against entrapment in local maxima (minima).

To evaluate the significance of various learning parameters, the two coefficient intervals were initially set to [-20, 20], with the starting inputs set at (-2.4657, 2.7325). Altogether 50 iterations were run, and in order to eliminate the randomness of the search,
Figure 7. Surface plot of the Peak Function.

Table 1. The optimal inputs and best Peak Function values obtained by using different initial coefficient intervals.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>No. of Iterations</th>
<th>Best Inputs</th>
<th>Peak Function Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>(-0.005, 1.584)</td>
<td>8.1059</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>(0.005, 1.575)</td>
<td>8.1039</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>(-0.012, 1.579)</td>
<td>8.1061</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>(-0.009, 1.588)</td>
<td>8.1054</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>(-0.019, 1.583)</td>
<td>8.1054</td>
</tr>
</tbody>
</table>

Figure 8. The selected inputs by the KBIM Method in the Peak Function maximization.
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the search procedure was repeated ten times with different $\alpha$ values, and the Peak Function values obtained from these runs were averaged at each iteration. The averaged values of the Peak Function obtained with four different $\alpha$ values are shown in Figure 10. For the case with a equal to 0.01, the coefficient intervals have the slowest shrinkage rate. As the result, the coefficient intervals are kept larger than necessary and the plausible region is kept overestimated throughout the search. The overestimated plausible region resulted from this small $\alpha$ value hinders convergence of the inputs toward the global optimum within the 50 iterations (see Figure 10). However, for the case with $\alpha$ equal to 0.1, 0.2, or 0.3, the results in Figure 10 show that much better Peak Function values were found, indicating better convergence. The similar performance of the search with these different $\alpha$ values indicates the relative robustness of the KBIM Method to $\alpha$ values within this range. To further provide an indication of the effect of learning on the interval model, a sample of the two coefficient intervals at three different stages of the search are shown in Table 2. When the coefficients are defined according to only ten input-output data they have a relatively small range, but as they are adapted based on a larger set of input-output data they contain a larger range to reflect the nonlinearity of the objective function as reflected by a more encompassing input-output data.

The speed of convergence of the KBIM Method for the Peak Function can be best evaluated relative to a Genetic Algorithm (GA) [14]. In the GA implementation, the same input-space was used and each generation contained 20 inputs. Each input’s fitness was defined as the value of the Peak Function minus the minimum function value across the population. This guaranteed that all fitness values were nonnegative. A simple one-point crossover scheme was used with the crossover rate equal to 1.0. Furthermore, uniform mutation was utilized with the mutation rate equal to 0.01, and the best two inputs across current generation were kept for the next generation. Altogether, 30 generations were run, which would be equivalent to 600 iterations of the KBIM method. Based on the number of evaluations of the objective function and constraints (see Table 3), the KBIM Method used much less number of evaluations of the objective function and found a better set of inputs than the Genetic Algorithm.

B. Barnes Problem

The Barnes problem is a constrained optimization problem [15], so it represents a different format for testing the KBIM Method. This problem has two bounded variables ($x_1$, $x_2$) and five inequality constraints as follows,

$$
\text{Minimize } f(x) = -75.1964 + 3.81x_1 - 0.1269x_1^2 + 2.0568 \times 10^{-3} x_1^3 - 1.0345 \times 10^{-5} x_1^4 + 6.831x_2 - 0.0302x_1x_2 + 1.281^{-3} x_2x_1^2 - 3.5256 \times 10^{-5} x_2x_1^3 + 2.266 \times 10^{-7} x_2x_1^4 - 0.25646x_2^2 + 3.4604 \times 10^{-3} x_2^3 - 1.3514 \times 10^{-5} x_2^4 + \frac{28.106}{x_2 + 1} + 5.2375 \times 10^{-6} x_1^2 x_2^2 - 7 \times 10^{-10} x_1^3 x_2^2 + 6.3 \times 10^{-9} x_1^3 x_2^2 - 3.40546 \times 10^{-4} x_1 x_2^2 + 1.6638 \times 10^{-4} x_1 x_2^3 + 2.8673e^{-0.0005x_1x_2}
$$

subject to:

\[ (13) \]
Figure 10. Averaged Peak Function values obtained by using different $\alpha$ values.

Table 2. The coefficient intervals of the Peak Function at different search iterations.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$C_1$</th>
<th>$C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial</td>
<td>[-1.8790, 1.7567]</td>
<td>[-2.5137, 1.2152]</td>
</tr>
<tr>
<td>50th</td>
<td>[-3.2565, 6.2086]</td>
<td>[-5.2254, 6.9920]</td>
</tr>
<tr>
<td>100th</td>
<td>[-3.1545, 5.8953]</td>
<td>[-5.3293, 6.9486]</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the application results of the KBIM Method and Genetic Algorithm in the Peak Function maximization.

<table>
<thead>
<tr>
<th></th>
<th>KBIM</th>
<th>GA</th>
<th>Global Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation number</td>
<td>100</td>
<td>900</td>
<td>(20 x 30)</td>
</tr>
<tr>
<td>Optimal input</td>
<td>(-0.0139, 1.5842)</td>
<td>(0.005, 1.535)</td>
<td>(-0.008, 1.582)</td>
</tr>
<tr>
<td>Objective function</td>
<td>8.1059</td>
<td>8.0512</td>
<td>8.1902</td>
</tr>
</tbody>
</table>
\[ 700 - x_1 x_2 \leq 0 \]
\[ 5x_1^2 - 625x_2 \leq 0 \]
\[ 5(x_1 - 55) - (x_2 - 50)^2 \leq 0 \]
\[ 20(x_1 - 45) - 30(x_2 - 45) \leq 0 \]
\[ 40(x_2 - 40) - 25(x_1 - 35) \leq 0 \]

where \( 0 \leq x_1 \leq 75 \) and \( 0 \leq x_2 \leq 65 \).

Six interval models are required to represent the objective function and its five constraints. In order to define the knowledge necessary for defining the initial model, the objective function was evaluated at ten different inputs within the input-space. The coefficient intervals were then defined according to the sensitivity ranges obtained at these inputs. Since ten sample points are adequate for providing a comprehensive representation of a two-input problem, the parameter \( \alpha \) in Eq. 11 was set to 1 so that the coefficient intervals could be shrunk without limit. The number \( N \) was set to 20,000.

The Barnes problem has a global minimum at \( x^* = (75,65) \), \( f(x^*) = -58.7279 \), with the fourth and fifth constraints active at the optimum. The KBIM Method was tested in search of the optimum using different initial models, generated by different samples. Each trial was ended when no more plausible inputs could be found. The best inputs from five of those trials are shown in Table 4. The results indicate that the KBIM Method completed the search in at most 40 iterations, and that it found solutions very close to the actual solution. The inputs during one of these trials are shown in Figure 11, with the actual and lower estimates of the objective function shown in Figure 12. In Figure 12, '+' indicates feasibility, and 'o' signifies infeasibility. Both the inputs and objective function values indicate the convergence tendency of the method. It is also shown in Figure 12 that several input sets selected during the search were infeasible, and that the lower estimates of the objective function were mostly smaller than the actual values. Given that the plausible region used for search by the KBIM Method is defined based on these lower estimates, the underestimated objective function values translate to overestimated plausible regions during search iterations. These overestimated plausible regions are the cause of infeasible inputs selected during the search.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>No. of Iterations</th>
<th>Best Inputs</th>
<th>Obj. Function Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>(74.409, 64.624)</td>
<td>-58.1963</td>
</tr>
<tr>
<td>2</td>
<td>34</td>
<td>(74.230, 64.483)</td>
<td>-58.1509</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>(74.799, 64.868)</td>
<td>-58.5497</td>
</tr>
<tr>
<td>4</td>
<td>34</td>
<td>(74.420, 64.630)</td>
<td>-58.2067</td>
</tr>
<tr>
<td>5</td>
<td>38</td>
<td>(74.486, 64.671)</td>
<td>-58.2669</td>
</tr>
</tbody>
</table>

Figure 11. The selected inputs by the KBIM Method in the Barnes problem.
The application results of the KBIM Method in the two benchmark problems indicate that the interval model could effectively estimate the objective function and constraints to guide the search toward the global optimum. The efficiency of the KBIM Method is attributed to two factors: (1) the dynamic nature of the method which interlinks modeling and search, and (2) incorporation of learning that improves the interval model. Furthermore, an estimated plausible region larger than the actual plausible region ensures convergence to the global optimum, and provides safeguard against entrapment at a local optimum.

**SUMMARY**

A novel Knowledge-Based Interval Modeling (KBIM) Method is introduced for global optimization. It incorporates the *a priori* knowledge of a system in the form of an interval model, estimates bounds for the objective function and constraints, and defines a plausible region based on the estimated bounds for seeking the global optimum. Learning is also utilized to adapt the interval model after each search iteration. The performance of this method is tested in two benchmark problems. The results indicate the overall effectiveness of the method, and its robustness and computational efficiency.
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