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Abstract— We consider the use of non-homogeneous Markov
chain (NHMC) models for wavelet transformations of hyper-
spectral signatures to generate features for signal processing
purposes. Inspired by the use of hidden Markov trees for
natural images, the NHMC model enables the characterization
of absorption bands and other structural features of mineral
spectra that are used by experts in tasks like classification and
unmixing, primarily in an ad-hoc fashion. We show that NHMC
models can successfully identify and capture the information
in a spectral signature dataset that can be exploited by
standard classification algorithms to identify and differentiate
spectral families. We also identify several metrics that can
help determine whether each spectral band is informative to
classification in a multiscale fashion.

I. INTRODUCTION

Hyperspectral imaging systems (HSIs) encode electromag-
netic radiation levels over hundreds of channels at each
“pixel,” spanning a wide range of wavelengths. Improve-
ments in the quality, affordability, and deployability of
HSIs have amplified their impact in a variety of scien-
tific applications, including planetary and terrestrial geology,
environmental monitoring, surveillance, and security [1].
Improvements in the spatial and spectral resolutions of
HSIs enable scientists and engineers to consider complex
information extraction applications that cannot be performed
adequately with data acquired at low rates. Unfortunately,
such improvements also strain the computational and visu-
alization resources that are available to manage, understand,
and decode the information that is present in the acquired
hyperspectral data. Such bottlenecks are typical of data-
rich settings, and its effects on science and technology
have been characterized under the concept of the data
deluge [2]. Practitioners must therefore navigate through
massive quantities of very high-dimensional data to identify
relevant features that encode the information desired for the
application of interest; examples include spectral matching,
image segmentation and denoising, and spectral unmixing.

Our focus in this paper is the facilitation of information
extraction via the use of probabilistic signal models for
wavelet representations of hyperspectral signals relevant to
the particular problem of interest. While existing approaches
that leverage wavelet representations are either ad-hoc in
nature or limited to filtering techniques that manipulate the
data but do not extract information [3, 4], we have recently
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introduced the use of non-homogeneous hidden Markov
chains for wavelet-domain representations that provide a
representation of the information contained in a hyperspec-
tral dataset [5]. Wavelets are well suited for this purpose,
as they compactly represent the fluctuations in reflectivity
that practitioners rely on to perform signal processing with
hyperspectral signatures. In this paper, we will show in more
detail several examples of carefully obtained features from
the wavelet model that can capture scientifically meaningful
information on the spectral signatures for the minerals under
study. In other words, we expand on the original aim of
our model design in [5], which is to encode the physi-
cal information used by scientists to discriminate between
the spectra of different minerals into quantitative features.
While such “diagnostic” information can be extracted by
experienced researchers and encoded by complicated ad-
hoc rules, new rules have to be created for any additional
spectral species not previously analyzed [6]. On the other
hand, automatic techniques for spectral matching amount to
calculating simple scalar scores, which encode some measure
of similarity between spectral shapes, such as correlations,
distances or vector angles [7]. The proposed model makes
use of the full structural information of hyperspectral signals
and interprets unknown information solely based on training
data.

II. HYPERSPECTRAL IMAGE PROCESSING

A. Hyperspectral Imaging

Hyperspectral imagers (HSIs) or imaging spectrometers
[8–16] measure electromagnetic energy scattered in their
instantaneous field view in hundreds of narrow spectral
channels. Hyperspectral datasets are organized into planes
forming a data cube. Each plane corresponds to electromag-
netic energy acquired over a spectral band for all pixels.
Each spectral vector corresponds to the energy acquired at a
given location (pixel) for all spectral bands. HSIs contribute
significantly to earth and planetary observation and remote
sensing [17–20]. Additional applications of HSIs include
food safety [21, 22], pharmaceutical process monitoring and
quality control [23, 24], and biology and medicine [25, 26],
biometrics [27], and forensics [28].

Geological applications of HSIs take advantage of the
unique capabilities of hyperspectral data to locate, map,
and identify mineral assemblages present on the surface
of Earth and other planetary bodies. Imaging spectroscopy
gives outstanding results regarding the chemical composition
and physical state of solid surfaces, providing clues about
present and past activity and environmental conditions. The



identification of a mineral species from HSIs is routinely
performed by planetary scientists and remote sensing experts
using a wealth of techniques to match image pixel spectra
to spectra of mineral samples acquired in a laboratory. This
identification requires the extraction of spectral reflectance,
a physical quantity measuring the percentage of light coming
from a source (e.g., the Sun) which is reflected by the surface
of a material.

B. Discrimination of Mineral Spectral Signatures

Spectral reflectance varies with wavelength for most ma-
terials because energy at certain wavelengths is scattered or
absorbed to different degrees. These reflectance variations
are evident if we compare spectral reflectance curves (plots
of reflectance vs. wavelength) for different minerals, cf.
Fig. 1. Pronounced downward deflections and dips of the
spectral curves are known as absorption bands and mark the
wavelength ranges for which the material selectively absorbs
the incident energy. Their position, shape and strength can
often be used to identify and discriminate different minerals.

The absorptions in reflectance spectra are due mainly to
electronic and vibrational processes going on inside the min-
eral grain. Electronic absorptions occur due of the absorption
of photons by atoms of transition elements (Ni, Cr, Co, Fe,
etc.) in a crystal field [29]. These absorptions can occur for
different energy levels depending on the atom and the crystal
structure producing absorptions at different wavelengths, cf.
Fig. 1. Crystal field processes are the source of the broad ab-
sorption bands found in the spectra of olivines (forsterite and
fayalite) and pyroxenes in Figure 1(a). Vibrational excitations
in minerals are produced by the partial rotational and trans-
lational movements of molecules within the crystal structure.
These motions are called lattice modes and typically occur at
very low energies (longer mid-infrared wavelengths), beyond
about 20 µm. Still, their overtones and combinations, even if
weaker in strength, are relevant at shorter wavelengths [30–
32]. In reflectance spectroscopy, these weak absorptions can
be measured easily and diagnostic information is routinely
gained from second and third overtones and combinations.
The sharp absorptions of carbonate minerals in Fig. 1(b)
and of clay minerals in Fig. 1(c) are also due to vibrational
overtones and combinations.

In order to discriminate between different mineral spectra,
experts compare absorption band positions and shapes. In
some cases the discrimination is simple, e.g., for the spectra
of igneous minerals vs. phyllosilicate minerals. In other
instances, the differences are quite subtle, as in the case of the
clay minerals saponite and serpentine in Fig. 1, which present
diagnostic absorptions at 2.314 and 2.321 µm, respectively,
with the spectra being almost identical elsewhere.

III. WAVELET-BASED MODELS

A. Wavelet Analysis

The wavelet transform is a widely used tool on signal
and image processing. Specifically, the wavelet transform
of a signal provides a multiscale space-frequency analysis
of the signal’s content, effectively encoding in a compact

fashion the locations and scales in which the signal structure
is present [33]. This energy compaction property is the main
reason behind the popularity of wavelet transforms for signal
processing and compression, including the state-of-the-art
JPEG2000 image compression standard [34].

A 1D real-valued undecimated wavelet transform (UWT)
of an N -sample signal x ∈ RN is composed of wavelet
coefficients ws,n, each labeled by a scale s ∈ {1, . . . , S},
S ≤ N , and offset n, 1 ≤ n ≤ N . A scaling coefficient w0

captures the remaining energy of the signal. The coefficients
are calculated using inner products ws,n = 〈x, ψs,n〉, where
ψs,n ∈ RN denotes the mother wavelet function ψ dilated
to scale s and translated to offset n:

ψs,n =
1√
s
φ

(
λ− n
s

)
.

A coefficient ws,n at scale s describes a portion of the signal
of size N/s. The coefficients can be organized into a 2-D
array of size S×N , where rows represent scales and columns
represent samples. We say that each coefficient ws,n, s < S,
has a child coefficient ws+1,n at scale s+ 1; similarly, each
coefficient ws,n at scale s > 1 has one parent ws−1,n at
scale s− 1.

Figure 2 shows an example hyperspectral signal and
its undecimated wavelet coefficient array. A large wavelet
coefficient (in magnitude) generally indicates the presence of
a singularity inside its support; a small wavelet coefficient
generally indicates a smooth region. This energy compaction
property causes wavelet coefficients to have a peaky non-
Gaussian distribution. Thanks to the nesting of child wavelets
inside their parents, edges and discontinuities in general
manifest themselves in the wavelet domain as chains of
large coefficients propagating across scales from parents
to children – a phenomenon known as persistence. Thus,
wavelets both encode and exhibit structure from piecewise
smooth signals, a property that has been exploited in a
diverse array of areas, including image processing [33].

B. Non-Homogeneous Hidden Markov Chains

Inspired by the use of Hidden Markov Trees (HMTs) for
statistical modeling of dyadic wavelet coefficients [35], we
rely on a non-homogeneous hidden Markov chain (NHMC)
to model the UWT coefficients. In contrast to HMTs, the
choice of UWT yields a collection of NHMCs connecting
each wavelet coefficient with its parent and child (if they
exist). As in HMTs, our assumption is that large wavelet
coefficients appear only sporadically at each wavelength and
scale. Therefore, each wavelet coefficient ws,n is statistically
modeled using a mixture of two Gaussians. The first com-
ponent features a large variance σ2

L,s,n that models large
nonzero coefficients and is anticipated to receive a small
weight pLs,n during training, in order to encourage few such
coefficients and preserve energy compaction. The second
component features a small variance σ2

S,s,n that models small
and zero-valued coefficients and is anticipated to receive a
large weight pSs,n = 1 − pLs,n during training due to the
high likelihood of small and zero-valued wavelet coefficients.



(a) Igneous minerals (b) Carbonate minerals (c) Phyllosilicate (clay) minerals

Fig. 1: Examples of laboratory phyllosilicate (clay) mineral spectra and their absorption bands.

0.5 1 1.5 2
0.1

0.15

0.2

0.25

Wavelength, µm

R
e

fl
e

c
ta

n
c
e

Samples

S
c
a
le

s

50 100 150 200 250 300

2

4

6

8

Samples

S
c
a
le

s

50 100 150 200 250 300

2

4

6

8

Fig. 2: Left: Example spectral signature. Center: Corresponding wavelet coefficient array with S = 9 scales for N = 325 spectral samples
using a Daubechies-4 undecimated wavelet transform. Small coefficient magnitudes are shown in blue, while the largest magnitudes are
shown in red. Right: State labels obtained for the example spectral signature using a NHMC model. White corresponds to large labels; black
to small.

We distinguish these two components by associating to
each wavelet coefficient ws,n an unobserved hidden state
Ss,n ∈ {S, L}, with probabilities p(Ss,n = S) = pSs,n and
p(Ss,n = L) = pLs,n. The value of Ss,n determines which of
the two components of the mixture model is used to generate
the probability distribution f(ws,n) for ws,n: f(ws,n|Ss,n =
S) = N (0, σ2

S,s,n) and f(ws,n|Ss,n = L) = N (0, σ2
L,s,n),

with σ2
L,s,n > σ2

S,s,n.
The persistence of large and small coefficients from parent

to child is well-modeled by a Markov chain that links
their coefficient states. This induces the NHMC graphical
model on the coefficient array W , where the state Ss,n of
a coefficient ws,n is affected only by the state Ss−1,n of its
parent ws−1,n. The NHMC is then completely determined
by the set of likelihoods for the first state {pL1,n} and the
set of state transition matrices for the different parent-child
label pairs (Ss,n,Ss+1,n):

As,n =

[
pS→S
s,n pS→L

s,n

pL→S
s,n pL→L

s,n

]
.

The persistence property implies that the values of pL→L
s,n and

pS→S
s,n are significantly larger than their complements pL→S

s,n

and pS→L
s,n , respectively. Note that all the probabilities pSs,n

and pSs,n can be computed from {As,n}, pS1,n, and pS1,n.
We separately train an NHMC on each of the N wave-

lengths or frequencies sampled by the hyperspectral acqui-
sition device in order to capture the dynamics of observ-

able spectral signatures for each wavelength individually.
While the overlap between wavelet functions at a fixed
scale and neighboring offsets introduces correlations between
the corresponding wavelet coefficients, we consider each
NHMC of parent-child wavelet coefficients independently
for computational and interpretational reasons. The set of
NHMC parameters Θn include the probabilities for the first
hidden states pS1,n and pL1,n, the state transition matrices
{As,n}Ss=1, and Gaussian variances {σ2

L,s,n, σ
2
S,s,n}Ss=1 —

each of these for 1 ≤ n ≤ N .

NHMC training (e.g., selecting the values of the model
parameters Θn) is performed via an expectation maximiza-
tion (EM) algorithm that maximizes the likelihood of a
library of training data given the model parameters. The
model training dataset is, ideally, as large and diverse as
possible, ultimately aiming to obtain a universal model for
all observable samples. Given the model, the state labels
{Ss,n} for a given observation are obtained using a Viterbi
algorithm [35, 36] that employs the Gaussian parameters and
transition probabilities in {Θn}. The algorithm also returns
the likelihood f(W |Θ) of a wavelet coefficient array W
under the model Θ as a byproduct. We propose the use of
the parameters Θ, state labels S, and likelihood f(W |Θ) as
representations of the original hyperspectral signal x. As an
example, one can use the binary state labeling vector as a fea-
ture for detection and classification of spectra in applications
such as image segmentation and mineral identification [5].



IV. BENEFITS OF NHMC MODELS
FOR HYPERSPECTRAL DATA

As previously illustrated, rule-based hyperspectral signal
processing approaches focus on specific ranges of spectral
bands and consider features at fixed scales that encode the
structural information corresponding to the absorption bands
in mineral spectra. However, different applications attribute
different importance to particular regions of the spectrum
during information extraction. For example, if the goal is
spectral discrimination, the vibrational absorptions around
1.4 µm and 1.9 µm caused by water in the spectra of clays
of Fig. 1 would not be useful due to their presence in
all spectra. Similarly, spectral structure at certain scales is
usually discarded, as this structure does not provide valuable
information for discrimination; a prominent example is the
removal of the spectrum continuum [4]. Based on these
observations, the design of features to evaluate the discrimi-
native power of specific regions of the spectral domain may
allow practitioners to determine how to budget their sensing
capabilities to match the regions and scales of the spectrum
that are most informative to the task at hand.

Fortunately, the NHMC model provides several measures
of the discriminative power of the spectrum at multiple
scales by analyzing the available dataset and individually
observing each spectral band at a multitude of scales. The
modeling information for each spectral band can provide the
practitioner with a quantification of the band’s discriminative
power. Recall that wavelet coefficients act as measures of
the presence of discontinuities of different scales at different
wavelengths of the hyperspectral signal. NHMC models
leverage such a property to capture the frequency or dom-
inance of discontinuities at each scale and wavelength, as
captured by the likelihoods of and the transitions between
small and large states.

Diversity in the presence of discontinuities at a given
wavelength and scale is in general an indication that the
corresponding hyperspectral signal information can be use-
ful for hyperspectral signal processing problems, including
classification. Features that are found to be redundant or
irrelevant identify spectrum bands and scales that are non-
informative for the problem at hand. A band with low
discriminative power can be neglected. Similarly, the in-
formation for each scale can provide the practitioner with
a quantification of the discriminative power achieved by a
particular spectrum sampling density, which can be used to
adjust the sampling rate of the hyperspectral sensor in the
spectral domain appropriately.

Metrics of discriminative power can be obtained directly
from the NHMC model parameters and spectral sample
labels. For example, a large difference between the mixture
Gaussian variances σ2

S,s,n and σ2
L,s,n is indicative of the

presence of discontinuities at a given spectral band and scale.
If the variances are close to each other, then a single Gaussian
model suffices for the corresponding wavelet coefficient and
the modeled does not discriminate between discontinuities
and smooth regions. Similarly, if the model exhibits a state

probability pSs,n or pLs,n that is very close to 0.5, then
both states have equal likelihood and the model does not
capture the anticipated sparse nature of the discontinuities
among the dataset. Finally, one can consider the distribution
of the labels L and S for each spectral band and scale
among training samples to determine their usefulness in
discriminating spectra, a process commonly known as feature
selection. For example, a scale and wavelength pair whose
state labels are consistently large (or consistently small)
among all samples for a classification task are not relevant for
labeling and should be excised during training and testing.

V. EXPERIMENTAL EVIDENCE

We evaluate how the NHMC parameters and labels express
discriminability information of the wavelet coefficients for
two example hyperspectral signal processing problems. First,
we evaluate the performance of classification using the
NHMC-derived labels as features for the different spectra.
Second, we analyze the information contained in the model
parameters with regards to the discriminability for the afore-
mentioned classification problems.

A. Classification with NHMC Labels

To test the performance of NHMC labels for classification,
we consider a subset of the ENVI library corresponding to
clays only, containing 57 samples and 12 classes; the list
of minerals is provided in [4, Table 2]. The approach of [4]
computes the 10-level undecimated wavelet decomposition of
the mineral spectra and produces a signature by filtering the
wavelet decomposition to ignore the 5 coarsest scales. Such
signature is used as a feature for a minimum angle classifier.
The reported accuracy is 89%. Figure 3 (left) shows the
classification detail with misclassifications represented by
points that deviate from the diagonal.

In comparison, we utilize the state labels S assigned to
each material sample as its feature vector and employ a
simple nearest-neighbor search classifier. Since the labels
assume binary values, we use the Hamming distance mea-
sure to obtain the number of differing elements between
two feature vectors. The results show that we significantly
outperform the approach in [4], achieving a classification rate
of 95% on the same dataset. The improved performance is
likely due to the fact that in [4] the discrimination is based
only on features extracted from single spectra, while our
approach uses the richness of the whole spectral library to
generate our model.

B. Discriminability From NHMC Parameters

To establish whether NHMC parameters are indicative of
discriminability, we will consider two separate classification
problems. The first problem considers a USGS ENVI library
of endmember mineral spectral signatures totaling 481 sam-
ples and more than 200 classes. The second problem is as
described in Section V-A.

For both examples given in this section, we consider three
types of discriminability metrics. First, the ratio of variances
σ2
L/σ

2
S provides a measure of the difference between the two



it shows very low abundances for LCP (Fig. 5) likely due to the
very low reflectance and lack of spectral features as discussed in
the previous section.

Fig. 6 shows the abundances of jadeite, orthoclase, and talc
predicted by unmixing the powder spectra of the 29 minerals.
The coarse powders of these three minerals showed the highest
abundances of these minerals when estimated from reflectance
(Fig. 5: open circles, jadeite ID5, orthoclase ID17, and talc
ID28). To clarify, the results in Figs. 5 and 6 are from the same
linear unmixing analysis. Fig. 5 presents results for 29 samples
(coarse and fine), displaying the abundance result for only the
mineral endmember matching the mineral ID of the powder
(e.g. ednmember 5 for unmixing powder of mineral ID5). Fig. 6
presents the abundances of three minerals predicted when un-
mixing powders of all 29 minerals. One would expect high
abundances for these three minerals when unmixing powders of
these same minerals and low abundances for all other minerals.
However, the abundances estimated from the reflectance data
are highly variable for all three minerals (Fig. 6a,b) with mul-
tiple powders of other minerals ID's showcasing abundances in

excess of 0.5 for all three minerals. With the exception of the
coarse jadeite powder the highest abundance is predicted for
another mineral. It would therefore be misleading to label the
mineral powder based on the endmember with highest abun-
dance. This a commonly used operation and it would lead to
misclassification. The problem is particularly evident for the
fine powders (Fig. 6b). In contrast, the use of LCP leads to
estimates that uniquely assign the highest abundance of a given
mineral to the correct mineral powder spectra (e.g. N0.8 for each
of the three minerals) (Fig. 6c,d). Abundances of these three
minerals estimated for powders of other minerals do not exceed
0.2. This observation applies to fine and coarse powders and
implies that errors in classification would be greatly reduced
irrespective of grain size. The results observed for jadeite,
orthoclase, and talc can be generalized to the 29 minerals
investigated (Fig. 7). For every mineral the estimates obtained
using the LCP show highest values for the correct mineral and
the mean abundance of all other minerals is close to 0%.
(Fig. 7b), a great improvement over results obtained from
reflectance (Fig. 7a).

Fig. 8. Mineral identification results of SAM from 56 USGS spectra of 12 minerals from 0.45–2.5 μm: (a) reflectance; (b) LCS; and (c) LCP.
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Fig. 3: Classification results for USGS spectral library containing 57
clay samples from 12 classes. Left: Results from wavelet-filtered data
with spectral angle mapper, achieving 89% classification rate (taken
from [4]). Right: Results from NHMC state features with nearest
neighbor search, achieving 95% classification rate.

Gaussians present in the mixture as well as the samples
matched to each one of the labels S and L. Second, the
percentage of training samples that are labeled Ss,n = S by
the model provides a measure of the identifiability afforded
by a given scale/wavelength across the training dataset; if this
fraction is too low or too high, then the labels are likely not
useful in signal processing tasks. Third, the probability of the
small label according to the model P (Ss,n = S|Θ) provides
a measure of the promotion of sparse structure provided by
the model at each band and scale. When such probabilities
are close to 0.5 (instead of the anticipated value near 1),
one can consider the labeling provided by the model to be
unreliable for the corresponding scale and wavelength.

The three types of metrics are shown for both problems
in Figure 4. For the first problem, the first metric shows that
all present spectral bands exhibit potential for discrimination
through the disparity of the Gaussians present in each mix-
ture. Furthermore, the second and third metrics identify the
bands 1.34−1.48µm, 1.86−1.98µm, and 2.22−2.4µm, that
exhibit the highest variability in training labeling and model
mixture probabilities, which is indicative of their particular
importance in discriminating among sample classes. These
metrics also coincide with the approach of [4] in assigning
little discriminability to the coarsest scales of the wavelet
transform. For the second problem, we see that all three
types of features agree in identifying the spectral bands with
indices 0.64−0.82µm, 1.0−1.12µm, and 1.42−1.66µm as
non-informative for the clay dataset. This agrees with inspec-
tion by human experts that determine lack of discriminating
fluctuations in the spectra on the corresponding wavelengths.

C. Masking NHMC Labels

Finally, we evaluate the performance of this classification
problem from NHMC labels that are masked according

to their discriminating power. We repeat the classification
experiment from Section V-A using NHMC labels, but in
this case we select a subset of the labels by considering the
discrimination metrics given in Section V-B.

We consider the three options as follows. First, we select
labels for those wavelets coefficients for which the NHMC
variances of the large and small states are different, i.e., for
which σL/σS > 1. Second, we select labels for those wavelet
coefficients for which the probability of the large and small
states are unequal, i.e., pSs,n/p

L
s,n 6= 1. Third, we select labels

for those wavelet coefficients for which the percentage of
samples labeled large is neither 0% nor 100%.

Our results show that the outcome of the classification
problem under these three maskings are each identical to that
from using all of the labels computed, reaching the same
95% classification rate performance, verifying empirically
that the choices of maskings derived from these metrics
provide satisfactory identification of relevant information for
the problem at hand.

VI. CONCLUSIONS AND FUTURE WORK

We have showcased the improvements in standard sig-
nal processing tasks afforded by the proposed Non-
Homogeneous Markov Chain model and the information
conveyed by its parameters and the labeling of spectra
provided by it. We have shown, for example, that the dis-
criminability metrics proposed provide useful information for
feature selection in spectrum classification. In future work,
we expect to verify these properties and improvements for
additional applications such as hyperspectral image segmen-
tation. Additionally, we will elaborate on the robustness to
variability of the acquired spectra of the proposed models,
labels, and metrics. In particular, we will consider routinely
observed variations in the continuum of the spectra and in
the depth of the absorption bands that appear among samples
of a given mineral.
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Fig. 4: Metrics of important of wavelet coefficients learned by the NHMCs in two example hyperspectral signal processing examples. Top
row: USGS ENVI endmember mineral dataset with 542 samples. Bottom row: 13-class clay mineral dataset extracted from ENVI with 56
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2
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that are labeled small (e.g. Ss,n = S). Percentages close to 0% or 100% are indicative of poor discriminability. Right column: Probability
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