
On the Limitations of Carbon-Aware Temporal and
Spatial Workload Shifting in the Cloud

Thanathorn Sukprasert
University of Massachusetts Amherst

USA

Abel Souza
University of Massachusetts Amherst

USA

Noman Bashir
Massachusetts Institute of Technology

USA

David Irwin
University of Massachusetts Amherst

USA

Prashant Shenoy
University of Massachusetts Amherst

USA

Abstract
Cloud platforms have been focusing on reducing their carbon
emissions by shifting workloads across time and locations
to when and where low-carbon energy is available. Despite
the prominence of this idea, prior work has only quanti�ed
the potential of spatiotemporal workload shifting in nar-
row settings, i.e., for speci�c workloads in select regions. In
particular, there has been limited work on quantifying an
upper bound on the ideal and practical bene�ts of carbon-
aware spatiotemporal workload shifting for a wide range
of cloud workloads. To address the problem, we conduct a
detailed data-driven analysis to understand the bene�ts and
limitations of carbon-aware spatiotemporal scheduling for
cloud workloads. We utilize carbon intensity data from 123
regions, encompassing most major cloud sites, to analyze
two broad classes of workloads—batch and interactive—and
their various characteristics, e.g., job duration, deadlines, and
SLOs. Our �ndings show that while spatiotemporal work-
load shifting can reduce workloads’ carbon emissions, the
practical upper bounds of these carbon reductions are cur-
rently limited and far from ideal. We also show that simple
scheduling policies often yield most of these reductions, with
more sophisticated techniques yielding little additional ben-
e�t. Notably, we also �nd that the bene�t of carbon-aware
workload scheduling relative to carbon-agnostic scheduling
will decrease as the energy supply becomes “greener."

CCS Concepts: •General and reference! Performance;
• Social and professional topics ! Sustainability; •
Computer systems organization! Cloud computing.
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1 Introduction
The demand for computing continues to increase rapidly and
is expected to accelerate further with the mainstream adop-
tion of machine learning (ML) and arti�cial intelligence (AI)
applications, such as ChatGPT [10] and its derivatives. Since
computation requires energy, computing’s energy consump-
tion is also expected to accelerate in the coming decades. For
example, recent estimates project that datacenter energy con-
sumption will increase by at least 10% per year until 2030 [6],
which is signi�cantly higher than the 1.65% estimated in-
crease per year in the 2010s [30]. Given these trends, there
is an increasing concern that this substantial growth in com-
puting’s energy consumption will lead to a proportionate
increase in its carbon emissions. Technology companies have
recognized this problem and are addressing it by setting ag-
gressive targets for reducing computing’s carbon footprint,
e.g., such as achieving net-zero emissions by 2030 or even
earlier [2, 15, 34, 36, 42, 43].
To achieve the aggressive carbon reduction goals above,

researchers have begun to focus on optimizing computing’s
carbon-e�ciency, or computations per unit of carbon emit-
ted [8, 44], in addition to its energy e�ciency, or computa-
tions per joule of energy consumed. While optimizing for
energy e�ciency reduces carbon emissions, the bene�ts will
likely be limited moving forward as computing is already
highly energy-e�cient. Thus, to optimize carbon-e�ciency,
recent work has focused on leveraging real-time variations
in energy’s carbon-intensity across time and space by shift-
ing computation to when and where lower-carbon energy
is available. The recent emergence of third-party carbon in-
formation services [29, 48], which provide real-time data on
energy’s carbon-intensity at high temporal and spatial res-
olution, have enabled this approach. Cloud platforms have
used these services to develop tools that provide coarse, high-
level per-region estimates of energy’s carbon-intensity [24].
This has led recent work to propose a range of spatial and
temporal workload shifting policies that leverage energy’s
carbon-intensity variations to reduce computing’s carbon
emissions [1, 19, 22, 35, 39, 44, 49, 51].

To illustrate, Figure 1(a) shows that grid energy’s carbon-
intensity can vary by 2⇥ over a day (in California) and by
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(a) Carbon Trace (b) Generation Mix

Figure 1. The carbon-intensity of energy supplied by the elec-
tric grid depends on the grid’s energy mix and can vary by 2⇥
and 43⇥, temporally and spatially, respectively.

over 43⇥ across regions (between Ontario and Mumbai). The
magnitude and variability of grid energy’s carbon-intensity
depend on the mix of energy sources. Traditional fossil fuel-
based energy sources, such as coal and natural gas, tend
to exhibit high carbon-intensity with low variance. In con-
trast, renewable sources like solar and wind have low carbon
emissions but with highly variable generation. As a result,
the proportion of energy generated by renewables versus
fossil fuels at any location dictates the magnitude and vari-
ance of its energy’s carbon-intensity. Figure 1(b) illustrates
this point by showing each region’s energy generation mix.
California’s energy mix is comprised of 50% renewable en-
ergy; hence, the carbon-intensity in California has a low
average with high variability. In contrast, ⇠90% of Mumbai’s
energy derives from burning fossil fuels, which results in
high average carbon-intensity with low variability.

Leveraging spatiotemporal variations in energy’s carbon-
intensity requires workload �exibility. Fortunately, most
computing workloads have signi�cant performance, tempo-
ral, and spatial �exibility that enable the workloads’ intensity,
run time, and execution location to be adjusted according to
the availability of low-carbon energy [25]. For instance, batch
machine learning (ML) training jobs often have substantial
temporal �exibility that enables them to be suspended during
high-carbon periods and resumed during low-carbon peri-
ods [49]. Similarly, interactive inference requests for object
detection may have spatial �exibility that enables migrating
them to a location with low carbon-intensity [45]. These in-
sights have led to an implicit assumption within the systems
research community that schedulers can harness such work-
load �exibility to signi�cantly reduce carbon emissions [25].
While workload �exibility enables computer systems to

exploit low-carbon energy, the potential for reducing car-
bon from carbon-aware spatiotemporal workload shifting
ultimately depends on the variability in the carbon-intensity
of energy across time and regions. In particular, temporally
shifting workloads is less e�ective when a location, such as
Mumbai, has few variations in carbon-intensity. Similarly,
spatial shifting is less e�ective if the rank order of regions
by carbon-intensity never changes, as shown in Figure 1(b).
In this case, the optimal spatial shifting policy is simply to
run the job in the lowest carbon region. Of course, external

constraints beyond carbon-intensity, such as capacity con-
straints, latency requirements and privacy regulations, such
as GDPR [16], may also a�ect spatial shifting decisions.
Understanding and quantifying the potential carbon re-

ductions from spatiotemporal workload shifting is crucial
for informing ongoing research e�orts. While there has been
preliminary work on this topic [13, 46, 49], most analyses
focus on a speci�c setting, e.g., batch ML training jobs, using
a small number of geographical regions. Thus, the potential
for reducing carbon with such approaches is not clear.
To address the problem, we conduct a large-scale analy-

sis of worldwide carbon-intensity data, while varying cloud
workload characteristics, to quantify an upper bound on car-
bon reductions from spatiotemporal workload shifting. Our
analyses use a carbon trace dataset that includes 123 regions
worldwide, where each region’s data includes hourly carbon-
intensity over three years (2020–2022). We then quantify
an upper bound on carbon reductions under ideal, uncon-
strained conditions, as well as analyze how simple practical
constraints on workload �exibility a�ect these carbon reduc-
tions. Our primary �nding is that while computer systems can
reduce their carbon emissions using spatiotemporal workload
shifting, the ideal carbon reductions are limited, and practi-
cal constraints in workload �exibility signi�cantly reduce the
ideal savings. Thus, based on our analysis and contrary to
conventional wisdom, we conclude that i) carbon-aware spa-
tiotemporal workload shifting is likely not a panacea for
signi�cantly reducing cloud platforms’ carbon emissions,
and ii) sophisticated policies, in many cases, yield little ad-
ditional bene�ts as compared to simple policies. Below, we
distill the key points of our analysis.
• Currently, more than 70% of regions worldwide have low
daily carbon-intensity variations1 due to their reliance
on fossil fuel-based, hydro, or nuclear power generation.
These energy sources have low variability, which limits
the bene�t of temporal shifting in many cloud regions.

• While the ideal potential for reducing carbon emissions
via spatial migration is signi�cant (up to 352 g·CO2eq),
the practical potential is likely much less (<115 g·CO2eq)
due to practical constraints, such as latency requirements,
capacity limitations, and privacy regulations.

• The potential carbon reductions derived from real-world
cloud workloads are limited (<112 g·CO2eq). The primary
reason is that large jobs, which tend to have the least
temporal �exibility, are a substantial fraction of cloud data
centers’ computing workloads.

• Currently, regions’ carbon-intensity maintains the same
rank order most of the time. Thus, there is little need
for sophisticated migration policies, as migrating to the
lowest-carbon region once maximizes carbon reductions.

1Low daily variations refer to a coe�cient of variation less than 0.1.
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• While the ideal potential for reducing carbon from tempo-
ral shifting can be as much as 189 g·CO2eq in some cases,
practical constraints limit this to 32 g·CO2eq on average.

• Carbon reductions from spatial shifting are substantially
higher than those from temporal shifting.

• Finally, the bene�ts of carbon-aware workload scheduling
relative to carbon-agnostic scheduling will decrease as the
world’s energy supply becomes “greener."
We present a comprehensive analysis of carbon reduc-

tions from spatiotemporal workload shifting. In particular,
we shed light on critical takeaways for designing carbon-
aware policies for scheduling workloads. Our insights have
important implications for the design of carbon-aware sys-
tems, an area of increasing importance in cloud computing
and in today’s environmentally-conscious landscape.

2 Background
Below, we provide an overview of our carbon-intensity data,
as well as the workload characteristics that a�ect carbon-
aware spatiotemporal workload shifting.

2.1 Grid Energy’s Carbon-intensity
Our analysis uses historical time-series data of grid energy’s
carbon-intensity (in g·CO2eq/kWh) from 123 regions world-
wide. As mentioned in §1, grid energy’s carbon-intensity
changes over time based on the mix of generators required to
satisfy a variable demand. The electric grid’s energy demand
varies based on human behavioral patterns, e.g., day/night,
weekday/weekend, etc., and weather, which in�uences the
energy necessary for indoor heating and cooling. The grid is
divided into di�erent regions operated by their own balanc-
ing authority, called Independent System Operators (ISOs)
and Regional Transmission Organizations (RTOs), which
must satisfy a region’s demand using a variety of genera-
tors with di�erent characteristics, e.g., fuel types, capacities,
ramp rates, and, importantly, carbon-intensities.

Energy’s average carbon-intensity for a speci�c region at
any moment is the average carbon-intensity for each of its
generators weighted by their energy generation. Many gen-
eration sources, including nuclear, geothermal, hydroelectric,
solar, and wind, have low carbon-intensity. In addition, so-
lar and wind energy, which are the fastest growing energy
sources [33], are “non-dispatchable,” i.e., their generation is
uncontrollable. In contrast, fossil fuel-based generation, such
as coal, oil, and natural gas, have higher carbon-intensity.
Each region’s mix of generators also di�ers based on its
unique climate and access to natural resources. For exam-
ple, while some regions have abundant hydropower due to
the presence of large rivers, such as in the northwest U.S.,
others have abundant solar power, such as in the southwest
U.S. In addition, the variability in grid-tied solar and wind’s
low-carbon energy output manifests as variations in grid

energy’s carbon-intensity. Thus, regions with more solar and
wind tend to have more carbon-intensity variations.

Until recently, the carbon-intensity of grid energy was
opaque to consumers since energy generation data was not
easily available. However, balancing authorities have begun
publicly releasing information about the active generator
set and their real-time energy output via web APIs. Carbon
information services, such as Electricity Map [29] and Watt-
Time [48], combine the grid’s real-time generation informa-
tion with models based on each generator’s characteristics to
infer grid energy’s real-time carbon-intensity in each region
and make it available via web APIs. As discussed in §3, we
collect multiple years of this data for our analysis.

Note that our analysis focuses narrowly on grid energy’s
average carbon-intensity, which falls under Scope 2 emis-
sions in the GHG protocol2 [37]. The use of grid energy
accounts for the vast majority of datacenters’ operational
emissions, which include Scopes 1 and 2. Importantly, we
do not analyze Scope 3 emissions for either datacenters or
the electric grid. Scope 3 mostly covers embodied carbon
emissions that result from the production of the products
and services companies use. For example, building a data-
center or power plant also incurs carbon emissions. While
Scope 3 emissions are important, they are more challeng-
ing to measure and optimize accurately, e.g., by increasing
server lifetime, selecting “greener” suppliers, etc., and gener-
ally have a less direct e�ect on operations. In addition, we
focus our analysis on average carbon emissions rather than
marginal carbon emissions since the GHG protocol only
requires reporting the former. Energy’s marginal carbon-
intensity is the carbon-intensity of satisfying the next unit
of energy demand. The GHG protocol does not use marginal
carbon-intensity primarily because accurately measuring it
is di�cult and requires a precise knowledge of when each
generator and load starts and stops.

2.2 Spatiotemporal Workload Flexibility
Cloud datacenters serve two broad classes of workloads –
batch and interactive – each with its own dimensions and
degrees of spatiotemporal �exibility.

2.2.1 Batch Workloads. Common batch workloads in-
clude data processing tasks, machine learning training, sci-
enti�c computing, and simulations. Such workloads desire
high throughput and often do not have strict latency require-
ments. Consequently, batch workloads generally include jobs
with some degree of “slack” and thus may be delayed, or in-
terrupted, although not inde�nitely. Schedulers often exploit
this slack by deferring batch jobs’ start time, i.e., forcing
them to wait in a queue or periodically interrupting their
execution. Cluster schedulers, such as Google’s Borg [11],

2Scope 1 emissions occur when an organization directly burns fossil fuels,
e.g., in backup diesel generators, and other chemicals.
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Kubernetes [11], and Slurm [26], often defer or interrupt
batch jobs to satisfy higher-priority requests, either by ter-
minating low priority jobs or checkpointing their state and
resuming them later. Such schedulers can also defer or inter-
rupt jobs when energy’s carbon-intensity is high to lower
carbon emissions. In addition to temporally shifting batch
jobs, they can be spatially migrated to regions with lower
carbon-intensity. While deferring, interrupting, and spatially
migrating jobs can incur overhead, which depends on the
size of a batch workload’s memory and disk state, we present
optimistic analyses that ignore such overheads to provide
an upper bound on carbon reductions from migrating batch
jobs. As mentioned in §1, we do consider how regulatory
policies, such as HIPPA and GDPR, may hinder jobs’ spatial
migration outside their local region.

2.2.2 Interactive Workloads. Interactive workloads in-
clude small server requests, such as web and inference re-
quests, that require a low-latency response. While such re-
quests cannot be delayed and have no temporal �exibility,
they can often be �exibly routed to di�erent datacenters for
servicing. For example, prior work has proposed policies for
migrating (or routing) web requests to datacenters in global
Content Distribution Networks (CDNs) based on datacenter
load, electricity prices [38], and energy [20, 31]. Neverthe-
less, the ability to redirect requests may be restricted, and in
certain cases, it may not be feasible for interactive workloads.
This is particularly true considering regulatory [16] and la-
tency [45] constraints, as well as the extensive preparations
needed to facilitate accurate tra�c re-routing, including state
replication across multiple datacenters [50].

3 Objectives and Methodology
The primary goal of our analysis is to quantify an upper
bound on carbon reduction from spatiotemporal workload
shifting under ideal and constrained conditions. Our hy-
pothesis is that while the upper bound of spatiotemporal
workload shifting exhibits signi�cant reductions in comput-
ing’s carbon emissions, a substantial gap exists between the
ideal and constrained conditions. To quantify carbon reduc-
tion and evaluate our hypothesis, we focus on answering
the speci�c research questions below. We then outline our
methodology for answering these questions.

1. Global Carbon Analysis.What are the characteristics
of grid energy’s carbon-intensity worldwide? How do its
magnitude, variance, and periodicity vary across regions?
How has it changed in recent years? (§4).

2. Spatial Migration: How much carbon reduction is pos-
sible from spatially migrating workloads? How might
capacity, latency SLOs, and regional privacy constraints
impact this carbon reduction What is the optimal policy
for minimizing carbon emissions? (§5.1).

Dimension Range / Description Source
Type Batch, interactive [47]
Length (Hour) 0.01, 1, 6, 12, 24, 48, 96, 168 [47]
Deferrability 24H, 7D, 24D, 30D, 1Y, 10⇥
Interruptibility Zero overhead
Spatial Migration Zero overhead
Job Arrival Time Every hour of the year
Job Origin 123 locations [29]
Resource Usage Energy-optimized 100% usage [5, 47]

Table 1.Workload characteristics, �exibility dimensions and
degrees, and con�gurations.

3. Temporal Shifting. How much carbon reduction is pos-
sible from temporally shifting delay-tolerant batch work-
loads? How does this carbon reduction vary with work-
load characteristics, such as job length and slack? (§5.2).

4. What-If Scenarios. What are the bene�ts of combining
spatial and temporal shifting, and how much carbon re-
duction accrues from each method? How does the i) ratio
of migratable workload, ii) prediction error, and iii) in-
crease in renewables impact the carbon reductions from
temporal and spatial shifting? (§6)

As discussed in later sections, our real-world trace-driven
analysis shows thatwhile the upper bound on carbon reduction
can be substantial, there exists a signi�cant di�erence between
the ideal and constrained settings. This leads to additional
questions below on the implications for systems design.
5. Implications:What are the implications of our analysis

for cloud operators and the systems research community?
How can our analysis guide carbon optimizations in both
current and future grids? (§4-§6).

3.1 Analysis Setup
Below, we provide details on our i) carbon-intensity data
sources, ii) workload characteristics, iii) approach to derive
carbon emissions with and without leveraging workload
�exibility, and iv) metric for quantifying carbon reduction.

3.1.1 Carbon-intensity Data. We collected carbon-
intensity traces for 123 di�erent geographical regions world-
wide from 2020 to 2022 using the Electricity Maps [29] web
API. Each trace reports energy’s average carbon-intensity,
measured in grams of carbon dioxide equivalent per kilowatt-
hour (g·CO2eq/kWh), in hourly granularity. The hourly gran-
ularity is the highest granularity for average carbon-intensity
data currently available from public sources. As shown in
§4, since grid energy’s carbon-intensity rarely varies signif-
icantly within a 2-3 hour period, higher granularity data
would likely not change the results of our analysis. The 123
locations include our entire carbon trace dataset and encom-
passe 99 known datacenter locations: 35 for Google Cloud
Platform (GCP), 24 for Microsoft Azure, 23 for Amazon Web
Services (AWS), 7 for IBM, and 10 for Alibaba.



Carbon-Aware Spatial and Temporal Workload Shi�ing EuroSys ’24, April 22–25, 2024, Athens, Greece

(a) Temporal Shifting (b) Spatial Migration

Figure 2. Temporal shifting and spatial migration illustration.

3.1.2 Workload Con�guration. Table 1 outlines the
workload con�gurations for our analysis. We de�ne work-
load characteristics across these dimensions as the following.
1. Job Length is the amount of time a job needs to complete

its execution without interruption. We examine a range of
job lengths that map to interactive jobs (1 minute or less),
small batch jobs (1hr to 24hrs), long batch jobs (24-168hrs),
and uninterruptible service jobs (>168hrs). The range of
job lengths and values within that range are based on
version 3 of Google’s Borg cluster trace [7, 47].

2. Job arrival time is the submission time of a job. Since
jobs can arrive at any point of the day, we consider all
the possible job starting times. As our trace is collected at
hourly granularity, jobs can start at the hour boundary,
and there are 8760 potential start times over a year. We
compute carbon reductions at all start times and report
the average results and con�dence intervals.

3. Spatial Migration de�nes the spatial �exibility of a job.
When a job is migrated from one region to another, it can
incur overheads depending on the size of its memory and
disk state. Our analysis ignores these migration overheads
in quantifying an upper bound on carbon reduction.

4. Deferrability characterizes the temporal �exibility of a
job to delay the start of its execution based on its slack,
which dictates the maximum delay possible. Prior work
suggests that practical waiting times for batch jobs are gen-
erally between a few minutes to less than 24 hours [3, 40].
However, to quantify an upper bound on carbon reduc-
tions, we vary our slack from 24 hours to a year in quan-
tifying an ideal upper bound on carbon reduction.

5. Interruptibility de�nes the performance �exibility of a
job. An interruptible job can be paused and resumed with-
out a signi�cant loss of computation. While suspending
and resuming a job incurs some time and energy over-
head (based on an application’s memory footprint) that
increases emissions, our analysis ignores it since we focus
on quantifying an upper bound on carbon reduction.

3.1.3 Metrics. We quantify carbon reduction in terms of
absolute carbon reduction, which captures how many grams

of carbon are reduced from spatiotemporal workload shift-
ing. We also present carbon reductions as global average
carbon reduction to quantify how much the absolute carbon
reduction is relative to the world’s average carbon intensity.
Below, we de�ne how both metrics are calculated.
a) Absolute Carbon Reduction is the di�erence between

carbon emissions after any spatiotemporal workload shift-
ing and the carbon-agnostic baseline. We measure it in
g·CO2eq, where a higher value is better.

b) Global Average Reduction is the amount of average ab-
solute carbon reduction of 123 regions from spatiotempo-
ral workload shifting as a percentage of the global average
carbon-intensity of 368.39 g·CO2eq/kWh .

3.2 Analysis Work�ow
Below, we describe the high-level work�ow for each of our
temporal and spatial workload shifting policies.

3.2.1 Temporal Workload Shifting. In our temporal
analysis, the di�erent dimensions of a job include its length,
slack, and the ability to defer and interrupt it. Here, we
assume perfect knowledge of the future carbon-intensity
and job length. Figure 2(a) shows our methodology for com-
puting carbon reduction under di�erent dimensions. In a
non-deferrable or baseline scenario, a job arrives at time C
and immediately starts running. In our toy example, such an
execution yields 68 units of carbon emissions. If the job is de-
ferrable, we �nd contiguous slots with minimum cumulative
carbon emissions that can �t a given job. Our problem maps
well to the standard k-element sub-array with minimum
sum [9], where the length of the array is equal to the sum of
job length and slack. In our example, the job is deferred to
provide 13 units of absolute reduction and 19% relative re-
duction. For interruptible jobs, we �nd k minimum elements
in an array, considering no overhead, to �nd the slots that
can �nish the job. In the example, the interruptibility leads
to absolute reduction of 48 units and relative reduction of
29%. We repeat this analysis for all the job arrival times and
present the mean and standard deviation.

3.2.2 Spatial Workload Shifting. In our spatial analysis,
the di�erent dimensions are the job length, regions the job
can migrate to, and the policy it uses to decide on the mi-
gration. As with our temporal analysis, we assume we know
the job length and carbon-intensity across all the regions in
the world. Figure 2(b) shows how spatial shifting works. A
job arrives in a given region, and without any spatial migra-
tion, its carbon emissions are 68 units. However, during the
same start time, the job would have a di�erent amount of
carbon emissions if it migrates to one of the other regions.
Under a “global” setting, the job can migrate to any region
in the world, including the R2 region in the �gure. However,
a job may have a latency target or regulations that prevent it
from moving to the greenest region. As a result, it may only
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(a) Mean and CV (b) Change Over Time
Figure 3. Average carbon-intensity and average daily variability in 2022 as well as change in average carbon-intensity and daily
variability from 2020 to 2022. A negative change indicates the value of the variable decreased over time.

be able to migrate to R0, which reduces its reduction from
spatial shifting. We de�ne various regions in our analysis
based on the geographical boundaries. The carbon reduction
is calculated similar to that of the temporal analysis.

4 Global Carbon Analysis
To understand the limits of reducing carbon from spatiotem-
poral workload shifting, we �rst analyze the carbon-intensity
signal of regions worldwide to recognize their magnitude,
variation, patterns, and changes over time.

4.1 Carbon’s Magnitude and Variance
Since spatiotemporal workload shifting exploits di�erences
in grids’ carbon-intensity across time and regions, we an-
alyze carbon traces from 123 regions across all �ve conti-
nents to understand their characteristics. Note that many
of these regions have cloud datacenters from hyperscale
cloud providers. Our analysis examines the average carbon-
intensity of each region and hourly variations in the carbon-
intensity, expressed as the coe�cient of variation3 of each
region’s carbon-intensity. Figure 3(a) depicts the average and
the coe�cient of variation (CV) of each region. The dotted
lines in the �gure represent the average carbon-intensity (CI)
and the average CV across all regions. As shown, the dotted
lines also partition the �gure into 4 quadrants, that represent
four combinations of low and high CI and low and high CV,
e.g., the bottom left quadrant is the low-low quadrant where
regions have low CI and low CV and so on.

3Variability is quanti�ed using the coe�cient of variation, which is com-
puted as the standard deviation divided by the mean.

Overall, electric grids that largely depend on fossil fuels
to generate electricity have above average (“high”) carbon-
intensity, while regions with a high degree of renewable
sources such as hydro, geothermal, solar, and wind have
below average (“low”) carbon-intensity. Similarly, since elec-
tricity generation from fossil fuels tends to be stable over
time, grids that derive electricity from such sources exhibit
low variations in carbon-intensity. Conversely, grids with
higher fractions of intermittent sources, such as wind and
solar, exhibit higher variations in hourly carbon-intensity.
Figure 3 reveals several insights. In particular, the data

shows that a signi�cant number (46%) of regions have above-
average carbon-intensity (> 400 g·CO2e/kWh) due to a high
reliance on brown sources in many parts of the world. At the
same time, many (54%) of the regions also have below aver-
age (< 400 g·CO2e/kWh) carbon-intensity. This implies that
workloads from regions that lie in the top two quadrants will
bene�t from spatial workload shifting by migrating work-
loads to cloud regions in the bottom two quadrants, which
can potentially yield signi�cant emission reductions. For ex-
ample, there is a 40⇥ di�erence in average CI between the
highest and lowest regions. The �gure also reveals that a
majority of regions have below average CV (i.e., lie in the
left half), with fewer than 43% of the regions with above
average CV. As we will see, the lower the CV, the less e�ec-
tive temporal workload shifting (§5.2). Many regions with
a low carbon-intensity also have a low CV due to stable,
clean generation, e.g., from nuclear, hydro, and geothermal.
Even for many regions in the bottom two quadrants (with
below-average CI due to using clean energy), relatively few
lie in the right half of the �gure, with above-average CV.

Thus few regions will see signi�cant bene�ts from tempo-
ral shifting methods. Of the regions in the right half, those in
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Figure 4. Periodicity score for 40 regions with datacenters (AWS, Azure, GCP), the two most common periods are 24- and 168-hour
periods. The regions are ordered by their average carbon-intensity from lowest to highest.

the high-high quadrants will see the highest absolute reduc-
tions. Overall, the clustering of regions in various quadrants
indicates that global carbon-intensity has a medium average
magnitude but varies widely, with a low average variance.

4.2 Long Term Trends
The carbon-intensity of the electric grid in each region de-
pends on that region’s energy mix and production levels. The
mix has changed over time, particularly as various grids at-
tempt to decarbonize and transition to lower carbon sources,
e.g., by deploying more solar and wind farms. To under-
stand how grids are evolving in each region, we analyze
the changes in energy’s carbon-intensity over three years
period. Figure 3(b) shows the change in each region’s aver-
age carbon-intensity and CV from 2020 to 2022. Ideally, we
would want the change in CI to be negative and the change
in CV to be positive, as this would indicate lower emissions
due to increased adoption of renewable energy.

We derive clusters for Figure 3(b) using the K-Means++ [4]
heuristic with input : = 3 for three di�erent groupings with
positive, negative, and no changes in the regions’ mix of
energy sources. The �gure shows that approximately 23% of
regions lowered their carbon-intensity, while the CI actually
increased in 20% of the regions. The increase in CI is because
there is an increase in fossil fuel production and decrease in
renewable production in these regions. In particular, regions
with higher renewable sources generally experience an in-
crease in CV, since most of the renewable sources, besides
hydro, have high variability. We consider regions with ±25
g·CO2e/kWh to have insigni�cant changes, and ⇠57% of re-
gions fall into this category. Thus, for most regions, there
has not been a meaningful change in CI over a 3-year period,
indicating that signi�cant changes in grid CI is a slow pro-
cess. Thus, the conclusions from our analysis are likely to
hold for the next several years. We discuss the implications
of increasing renewable production globally in §6.

4.3 Periodicity Analysis
Apart from the hourly variations, the carbon-intensity of
a region also exhibits periodicity at longer time scales. In-
tuitively, the electricity demand of a grid follows a diurnal

pattern across days and nights. Since generation must match
demand, the mix of sources used to meet that time-varying
demand should follow similar daily patterns, in�uencing
the resulting carbon-intensity. We conducted a time series
analysis to estimate the degree of periodicity present in the
carbon-intensity trace of each region. The degree of peri-
odicity is expressed as a periodicity score between 0 and 1,
with 0 indicating no period exists and 1 indicating that the
time series has exactly the same pattern for that particular
period. We calculate the periodicity score using Azure Data
Explorer’s function series_period_detect() [32], which
uses a Fast Fourier Transform to detect all periods present in
a time-series [41] and assigns them a score between 0 and 1.

Figure 4 depicts the detected period within each trace for
40 geographic regions with hyperscale datacenters and their
periodicity score. As shown, 35 of the 40 regions (87%) ex-
hibit a 24-hour period in the carbon-intensity variation with
a periodicity score of 0.5 or higher. For example, a 24-hour
timeframe in US-WA (Washington) has a periodicity score
of 1, indicating that the trace’s exact pattern repeats daily,
often dictated by human-behavior diurnal patterns. Most
of these regions also exhibit a weekly cycle (168-hour pe-
riod), explained by repeating weekday-weekend e�ects. In
contrast, only two regions, namely Hong Kong (HK) and In-
donesia (ID), exhibit no periodicity, as indicated by a score of
0. The absence of periodicity, coupled with their high carbon-
intensity pro�les (Figure 3), suggests a signi�cant reliance
on fossil-fuel sources and the resulting carbon-intensity re-
maining unchanged over time. Overall, the presence of daily
periods indicates that carbon-intensity values exhibit similar
diurnal patterns from one day to the next and are predictable.
This periodicity is advantageous for temporal workload shift-
ing because it o�ers a level of predictability, enabling the
scheduling of workloads to low-carbon periods.

5 Spatial and Temporal Shifting
In this section, we analyze the potential for carbon reduction
from spatial and temporal shifting policies, and discuss the
implications for systems design.
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(a) In�nite Capacity (b) With 50% Utilization per region (c) Carbon reduction and idle capacity
Figure 5. Carbon reductions with respect to regions’ idle capacity for di�erent geographical groupings and with respect to the
global average. As the idle capacity increases, the overall carbon reduction increases.

5.1 Spatial Shifting
We �rst quantify the upper limits of spatial workload migra-
tion by considering an ideal scenario in which all regions
have datacenters with in�nite capacity and workloads are
allowed to migrate anywhere in the world. We then analyze
how simple constraints such as datacenter capacity, latency,
and constrained geographical groupings a�ect carbon re-
ductions in spatial shifting. Last, we discuss sophisticated
policies required to optimize for carbon reductions.

5.1.1 Carbon Reduction with In�nite Capacity. In this
setting, regions have in�nite capacity and workloads can
migrate to the greenest region to maximize carbon reduc-
tions. In our trace, Sweden has the lowest annual average
carbon-intensity in the world at ⇠16 g·CO2eq/kWh.
Figure 5(a) shows the carbon reductions for various geo-

graphical groupings. Since all jobs migrate to Sweden, the
global average carbon-intensity drops by 352 g·CO2eq, a 96%
reduction when compared to the global average emissions.
Since the average carbon-intensity varies across di�erent
geographical regions, depending on their their respective
energy mix, the the extent of carbon reduction from spatial
migration also varies signi�cantly. For example, Europe is the
greenest overall region in the world with an average carbon-
intensity of ⇠280 g·CO2eq/kWh. Thus, its average reduction
amounts to only 281 g·CO2eq, representing amere 24% reduc-
tion compared to the global average, which is signi�cantly
lower than the global grouping. In contrast, Asia has the
highest average carbon-intensity of ⇠540g·CO2eq/kWh and
as such, its regions experience substantial average reductions
of 556 g·CO2eq from moving to Sweden, a 115% reduction
relative to the global average emissions.

Key Takeaway. In the ideal case with in�nite datacenter ca-
pacity, spatial shifting to the world’s greenest cloud regions
can lead to an average carbon reduction of 352 g·CO2eq,
i.e., a 96% reduction relative to the global average carbon
emissions. In particular, high intensity regions experience
the most bene�ts when migrating to the greenest locations.

5.1.2 Carbon Reduction with Capacity Constraints.
Since the scenario where all datacenter regions possess an
unbounded capacity is not feasible, we also aim to assess the
potential reductions under a constrained setting by consider-
ing capacity constraints. Adding a simple constraint allows
us to gauge the disparity between the ideal and constrained
settings.
Figure 5(b) illustrates the carbon reductions associated

with spatial shifting when we assume that all regions world-
wide possess identical capacity and are currently operating at
50% idle capacity. To examine the upper bound of a capacity-
constrained setting, we also want to maximize the carbon
reductions in this scenario. In pursuing this, the region with
the highest carbon-intensity would transfer its workloads to
the region with the lowest carbon-intensity. Subsequently,
the region with the second-highest carbon-intensity would
relocate its tasks to the second-lowest carbon-intensity loca-
tion, and so forth. Figure 5(b) shows that at 50% idle capacity,
the carbon reductions from spatial migration decrease to
190 g·CO2eq (i.e., 52% of the global average emission) as
compared to the reduction of 352 g·CO2eq when there is no
capacity constraint. Of particular interest is that the carbon
reductions in Asia remain at 556 g·CO2eq. This illustrates the
signi�cant proportion of regions with high carbon-intensity
located in Asia, and relocating workloads from these regions
yields substantial carbon reductions from spatial migration.
Lastly, Figure 5(c) shows global average reduction (in %)

as the global idle capacity increases. We assume uniform
resources across all regions worldwide, and idle capacity
refers to the available capacity within each region for accom-
modating new workloads.

In the most extreme scenario, with idle capacity reaching
99%, the greenest region has the capability to accommodate
all workloads from other regions. As a result, the emission
rate is ⇠16 g·CO2eq, which re�ects the carbon-intensity of
Sweden, the greenest region in our data set. Conversely,
when the global idle capacity reaches 0%, the emission rate
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(a) Capacity-Latency (b) Smart Migration
Figure 6. Carbon reduction with capacity and latency con-
straints and from one and1 migration policies.

levels o� at 368.39 g·CO2eq, representing the global aver-
age carbon-intensity. In this scenario, no workloads can be
relocated to other regions, resulting in each region solely
managing its own workload. An overall idle capacity of 99%
reduces the global carbon emissions by 95.68%, and in the less
extreme case, a global idle capacity of 50% reduces the global
emission by 51.5%. While increasing idle capacity helps re-
gions to increase carbon reductions from spatial workload
migration, the originating datacenters remain underutilized,
which increases operational and non-operational costs such
as embodied carbon.

Key Takeaway. In the practical case where datacenter ca-
pacity is �nite, the carbon reductions from spatial shifting
depend on the idle capacity in the system. For a mean uti-
lization of 50%, the global average carbon reductions drop
to 51.5%, a 1.9⇥ decrease when compared to our ideal case.

5.1.3 Carbon Reduction with Capacity and Latency
Constrains. Apart from the capacity constraints, spatial
migration could be restricted by performance constraints
such as response time. An ideal workload for spatial migra-
tion is the interactive requests originating from web-based
services or inference-serving AI/ML systems. These work-
loads typically do not have any data dependency; thus, their
requests can be processed at any location worldwide as long
as the user receives the response to the request within a
speci�c time frame. If a request can a�ord additional latency,
it can be migrated to a greener datacenter. Figure 6(a) shows
the global average carbon reduction as a function of latency
SLOs. We use the actual latency data for GCP that provides
average latency information between two cloud endpoints
within GCP [17]. Moreover, we also analyze the ideal and con-
strained case when the capacity is in�nite and 50% utilized,
respectively. We see that with a latency of at least 250ms, all
the regions can migrate to the greenest region, and the global
carbon emission is reduced by 92.5% when there is an in�nite
capacity. However, when the utilization is at 50%, the global
carbon emission is reduced only by 45.7%. This shows that
there is a trade-o� between the carbon reductions, latency
increase, and datacenter capacity.

(a) One-year slack (b) 24H slack
Figure 7. Carbon reduction from deferrability, normarlized
by the job length.

Key Takeaway. When latency constraints are added on
top of the capacity constraints, the carbon reduction from
spatial shifting decreases further, with the average global
carbon reductions dropping from 52% to 31% for a 50ms
latency constraint and 50% datacenter utilization.

5.1.4 Smart Region-hopping Policies. Until now, our
default spatial shifting policy has been to migrate once to
the greenest available region. We chose this policy because
it enables a simple spatial shifting policy based on histori-
cal averages which do not vary signi�cantly on a per-year
basis. However, as we discussed in §1, there is an assump-
tion that the carbon-intensity patterns of various regions
vary daily and weekly and thus may overlap or cross. In
this case, a more sophisticated migration policy that hops
between locations may yield more carbon reductions than a
simple one-time migration policy. To evaluate this hypoth-
esis, we devise another spatial region-hopping policy that
is clairvoyant, does not incur energy overhead to migrate,
and immediately shifts to the destination. We refer to this
policy as1-migrations, since it can migrate an in�nite num-
ber of times, as compared to the 1-migration policy we have
used so far. While we have been exploring spatial migration
to the greenest region globally, we want to constrain the
migration to be within their geographical grouping in this
experiment. This is to abstract out the global lowest and any
strict rankings for all the global traces.

The results in Figure 6(b) show that carbon reduction for
both policies are relatively similar, with 1-migration yield-
ing only slightly higher carbon reductions but the di�erence
between them being < 10g·CO2eq. Thus, migrating once to
the greenest region yields the vast majority of the carbon
reductions, and more sophisticated migration approaches
that migrate more often are unnecessary. Notably, our 1-
migration represents a best-case policy, as it ignores the
overhead of migration. Thus, any practical policy outper-
forming 1-migration would have a very tight upper bound on
its carbon reduction. In our current electric grid, this upper
bound is less than 10 g·CO2eq. As a result, there are limited
practical bene�ts to sophisticated migration policies.
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(a) One-year slack (b) 24H slack
Figure 8. Carbon reduction from interruptibility, normarlized
by the job length.

Key Takeaway. A single migration to the greenest cloud
region o�ers the majority of the bene�ts associated with spa-
tial shifting. Even a clairvoyant policy that overlooks migra-
tion overheads reduces, at most, an additional 10 g·CO2eq
carbon emissions compared to the single migration policy.

5.2 Temporal Shifting
In this section, we quantify the upper limits of temporal
workload shifting by considering a scenario where work-
loads have a perfect knowledge of the future carbon-intensity
for the whole year. We refer to this as the one-year slack
case. With this level of �exibility, a speci�c job can choose
the most favorable time slot to start execution, therefore
achieving the lowest carbon emissions in a region. We then
also analyze the carbon reductions for a more realistic choice
of slack which is a 24-hour slack, for it provides a su�ciently
generous bu�er within real-world settings [3]. We explore
two main dimensions of temporal �exibility of a workload,
namely deferrability and interruptibility. We also analyze
how the combination of both deferrability and interruptibilty
a�ects the carbon reductions.

5.2.1 E�ects of Deferrability. In this analysis, we exam-
ine the carbon reductions from deferrability for both one-
year and 24-hour slack settings. The carbon reductions are
relative to a non-deferrable job of the same length running in
the same region. The datapoints are averages across all start
times over a year. Figure 7(a) shows the theoretical upper
bound on carbon reduction from deferrability, normalized
by the job length, for each job length. The �gure illustrates
that carbon reductions per unit job decrease from 154 to 70
g·CO2eq as the job length increases from 1 hour to 168 hours,
representing a reduction of 41.8% and 19% relative to average
global emissions, respectively.
This is because as the job length increases, the job has

to start occupying the “peaks” in the carbon trace despite
being given the slack, while jobs that are <24 hours can
utilize the slack to �nd the lowest valleys in the carbon trace.
In a practical scenario, Figure 7(b) shows that the global
carbon reductions decrease from 57 g·CO2eq to 3 g·CO2eq.
This is due to the relatively low �xed slack duration (24h) in

(a) One-year slack (b) 24H slack
Figure 9. Average carbon reduction from deferrabiity and
interruptibility across all job lengths from all regions, with
respect to the global average.

comparison to the job lengths. A 168-hour job with a 24-hour
slack will have few opportunities to �nd periods with low
carbon-intensity compared to smaller jobs.

5.2.2 E�ects of Interruptibility. In addition to deferring
a job’s start time, the ability to interrupt an already run-
ning job when energy’s carbon-intensity increases is another
dimension of temporal �exibility. Interruptibility enables
schedulers to pause jobs when energy’s carbon-intensity is
high and resume them when it is low. Figure 8(a) shows the
upper bound of additional carbon reductions from interrupt-
ibility, normalized by the job length, for each job length if
they are interruptible and deferrable. Here, the carbon reduc-
tions from interruptibility increase from 0 to 43 g·CO2eq per
job length as the job length increases. The carbon reductions
from interruptibility is 0 for a 1-hour job because the smallest
granularity of a batch job in our setup is 1 hour, so it cannot
be interrupted. Besides a 1-hour job, carbon reductions per
job length from interruptibility increase mainly because long
jobs can now be broken down into smaller jobs and run in
low-carbon time slots throughout the year. While long jobs
can exploit the e�ect of interruptibilty in an ideal case Fig-
ure 8(b) shows that the carbon reduction reaches its peak at
24-hour job lengths at 18.4 g·CO2eq and gradually decreases
as the job length increases. The 24-hour jobs exhibit the
highest carbon reductions because the 24-hour slack aligns
with the job’s length, allowing the interruptibility policy to
select very low-intensity periods from two carbon-intensity
“valleys” within the available 48-hour time window. Smaller
jobs, however, gain lower carbon reductions as most poten-
tial reductions are gained simply by deferring them. Jobs
longer than 24 hours also gain lower carbon reductions as
they need to occupy some “peaks” in the carbon trace even
when interruptible.

5.2.3 Combined Deferrability and Interuptibility. Fig-
ure 9 shows the breakdown of global average carbon reduc-
tions from deferrability and interruptibility across all regions.
Figure 9(a) shows that in the ideal setting, the bene�ts of
deferrability decrease as the job length increases. However,
interruptibility helps leverage carbon reductions for long
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(a) Equally Distributed (b) Azure (c) GCP (d) Di�erent Slacks

Figure 10. Estimation of global and regional carbon reductions through the temporal shifting of workloads under di�erent
distributions of job lengths with one-year slack, as well as upper bound of carbon reductions for di�erent choices of slacks

jobs. For 168-hour job, with just deferrability, the carbon
saving is only at 19.0%, but interruptibilty helps improve the
carbon reductions by another 11%. In the practical scenario,
however, even with interruptibility, the carbon reductions
remain small for long jobs. Figure 9(b) shows that a 168-hour
job only gains 3% of carbon reductions even if the job is de-
ferrable and interruptible. This is because there are limited
low-carbon regions for long jobs to run; hence, some parts
of the job will run on a high-carbon period.

Key Takeaways. Overall, when considering carbon reduc-
tions from both deferrability and interruptibility, the shorter
the job length, the higher the carbon reduction per unit job.
Short jobs see up to 154 g·CO2eq of carbon reduction per
unit job length, a 42% carbon reduction relative to global
average emissions.

5.2.4 Savings with Equal Distribution. Figure 10(a)
shows the upper limit of temporal carbon reductions for the
one-year slack case with equally distribution job lengths (see
§3). With a one-year slack, the carbon reduction for global
grouping is 135 g·CO2eq, 37% relative to average global emis-
sions. For other geographical groupings, the average tem-
poral carbon reductions range from 60 g·CO2eq in Asia to
189 g·CO2eq in Oceania, 16% and 51% relative to the average
global emissions, respectively. Next, we analyze how the
distribution of job lengths impacts real cloud workloads.

5.2.5 Savings with CloudWorkloads Distribution. Fig-
ure 10(b) and Figure 10(c) show the upper limits of cloud
workload carbon reductions for the one-year slack case
weighted by the workload distributions in Azure [5] and
Google[47] traces. While the average carbon reduction re-
ductions in the equally weighted workload is 135 g·CO2eq,
the average carbon reductions for Azure and Google are 100
g·CO2eq and 112 g·CO2eq, respectively (27% and 30% rela-
tive to the average global emissions). The Azure and Google
traces have a much higher percentage of long jobs (>48hrs),
so even with the large one-year slack and interruptibility,

the carbon reductions per unit job are still low, as discussed
in Section 5.2.3. In particular, 1% of the very long-running
jobs (>1 week) account for 90% of resource utilization and
energy consumption in the Google trace [47].

In general, the carbon reductions are high in regions with
high variations in their carbon-intensity. The high variations
indicate high renewable penetration. For example, Oceania
has a higher percentage of renewables and carbon reduc-
tions ranging from 246 g·CO2eq to 189 g·CO2eq 67% and
51% relative to the average global emissions. for di�erent
job distributions. On the contrary, the carbon-intensity in
Asia’s regions is low as the regions mostly rely on fossil fu-
els. Hence, the carbon reductions in Asia have a small range
of 43 g·CO2eq to 60 g·CO2eq. While our analysis provides
the upper bound on ideal temporal shifting for di�erent job
distributions, the actual carbon reductions are likely to be
much less due to less slack for long jobs, resource constraints
that prevent running many jobs during low carbon periods,
and uncertain carbon-intensity forecasts. We next examine
the e�ects of slack on temporal carbon savings.

5.2.6 Savings with Varying Slacks. Figure 10(d) shows
temporal carbon savings for di�erent slacks. With slack vary-
ing from 24 hours to one year, the carbon reductions vary
from 31 g·CO2eq to 127 g·CO2eq, 8.4% and 34% relative to
the average global emissions. The large range of carbon re-
ductions translates to a large disparity in carbon reduction
from temporal shifting between the ideal and constrained
settings. These results also suggest that temporal carbon
savings exhibit sub-linear growth. Notably, beyond a 7-day
timeframe, no substantial increases in savings are observed
in any of the regions. From 24 hours to one year, the slack
increases by 365⇥ while the carbon reductions only increase
by 3.1⇥. This implies that harnessing carbon savings through
temporal shifting in real-world scheduling settings would re-
quire an exceptionally large amount of slack, an impractical
proposition for most environments.
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(a) Mixed Workload (b) Prediction Error (c) Temporal: California (US) (d) Spatial: California (US)

Figure 11. Impact on carbon reductions and emissions when a only a portion of workloads is migratable, when there is a prediction
error, and when a sample region, California, becomes greener.

Key Takeaways. For real cloud workloads, the carbon re-
ductions from temporal shifting are limited to 112 g·CO2eq,
and depend heavily upon factors like long job lengths, sub-
stantial slack, absence of resource constraints, and access to
future knowledge of carbon-intensity.

5.3 System Design Implications
Below, we discuss the system design implications of our
analysis of spatial and temporal workload scheduling.

5.3.1 Spatial Shifting. Overall, the workloads that are
migratable will bene�t from spatial shifting as they can run in
green regions to reduce carbon emissions. Our �ndings also
reveal a signi�cant correlation between idle capacity and the
bene�ts of spatial shifting: for every 1% increase in global idle
capacity, there is a corresponding ⇠1% reduction in global
average emissions, equivalent to around 3.68 g·CO2eq.

Nevertheless, this ultimately results in increased idleness
in high intensity regions, and in over-provisioning in low
intensity ones, which could have adverse implications on
datacenters’ embodied carbon costs, primarily due to sub-
optimal utilization of resources.

In addition, from a stability standpoint, most datacenters
operate at low utilization to ensure they can service their
customers’ demand [23]. This suggests datacenters in low
carbon intensity regions should focus on optimizing their
idle e�ciency, e.g., by transitioning servers to low power
states when idle. In contrast, high carbon intensity regions
can reduce their emissions through energy e�ciency, for
instance, withmeasures like Dynamic Voltage and Frequency
Scaling (DVFS) that curtail energy consumption in response
to workload intensity. Additionally, spatial migration over
shorter distances through e.g., edge computing, may prove
more advantageous than relying on cloud resources because
it can better exploit local renewable availability.

5.3.2 Temporal Shifting. The workloads that bene�t
most from temporal shifting include mostly short jobs. Our
�ndings highlight the importance of aligning job executions

with periods of low carbon-intensity. However, the most sub-
stantial bene�ts of temporal shifting are enjoyed by small
jobs, which decrease signi�cantly as the duration of thework-
load approaches full daily cycles. Small jobs o�er greater
�exibility in determining their start times, and they can fur-
ther leverage pause and resume techniques. That is, despite
larger jobs typically having more slack, the only viable op-
tion for operators is to use suspend and resume techniques
to align the execution of large jobs with low carbon-intensity
periods. When formulating carbon-e�cient policies that use
temporal shifting to enhance carbon e�ciency, it is crucial
to prioritize small jobs that can be scheduled during mini-
mal valleys in a region’s intensity trace. Additionally, many
jobs can be broken down into smaller interconnected pro-
cessing components, e�ectively constituting a work�ow of
several smaller jobs that can bene�t from temporal shifting.
Leveraging such work�ow information and integrating it
into carbon-aware orchestration, jointly with information
from the local cloud or edge, is a viable approach to reduce
the carbon emissions of long-running jobs.

6 What-If Scenarios
This section explore multiple “what-if” scenarios for spa-
tiotemporal workload shifting. In particular, we explore the
e�ect of i) mixed batch and interactive workloads, ii) carbon
forecasting errors, iii) increasing renewable penetration, and
iv) combining spatial and temporal shifting.

6.1 Mixed Workload
We assume mixed workloads consist of two work-
load classes—migratable (batch) and non-migratable
(interactive)—and present the carbon reductions with
respect to the proportion of the migratable workload. The
non-migratable workloads are executed in the arrival
region at the arrival time, while the migratable workloads
are migrated and executed in the region with the lowest
carbon-intensity at the arrival time. Figure 11(a) shows that
as the percentage of the migratable workloads increases,
the carbon reduction also increases, as the workloads can
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Figure 12. Breakdown of spatial and temporal carbon reduc-
tion with net reductions for one-year and 24h slack. Flags indi-
cate destination regions where jobs from all regions migrate to.

exploit spatial �exibility and migrate to the low-carbon
region at the time period. Examining the e�ects of mixed
workloads on carbon reduction helps us understand carbon
reductions in a real-world context. In some scenarios,
roughly 30% of VMs are interactive, such that the workloads
have strict SLOs and are not migratable [12].

6.2 Prediction Error
We also consider the e�ect of forecast error. Here, we add
di�erent amounts of forecast error, in this case from a uni-
formly random distribution, to assess the impact of such
errors. In particular, for each value of prediction error, the
workload is scheduled temporally and spatially based on an
inaccurate carbon intensity value.

In temporal scheduling, we consider all job lengths at least
1 hour (see §3) with a one-year slack. To calculate the carbon
increase in temporal shifting based on the prediction error,
we �rst calculate the carbon emissions when the temporal
scheduling is done with the error-free carbon trace, and then
compute the di�erence when using the inaccurate forecast.
In spatial scheduling, we consider the1-migrations policies
based on the error-free and error-added trace. For each pre-
diction error value, we determine the region with the lowest
carbon intensity of that time interval. We then account for
the actual carbon intensity from the error-free traces of that
region in that time slot. We also account for the lowest car-
bon intensity for each time interval with the traces that have
no error.
In both temporal and spatial scheduling, the carbon in-

crease from the prediction error is the di�erence between the
carbon emissions scheduled based on the error-added trace
and those scheduled based on an error-free carbon trace.
Figure 11(b) shows that the carbon increase from temporal
and spatial scheduling is ⇠10-12% when the prediction error
is 50%. For context, prior work on CarbonCast has a mean
absolute percentage error (MAPE) up to 14% [28], which im-
plies a ⇠3% increase in carbon emissions due to forecasting
errors in practical settings.

6.3 Increasing Renewable Penetration
Figure 11(c)-(d) shows the carbon emissions from carbon-
agnostic and carbon-aware scheduling. In both temporal and
spatial scheduling, carbon-agnostic scheduling executes jobs
immediately in the arrival region without having any slack
or migration. For temporal carbon-aware scheduling in Fig-
ure 11(c), the workload has a one-year slack and for spatial
carbon-aware scheduling in Figure 11(d), the workload uses
the1-migrations policy discussed in §5.1.4. We see that in
both temporal and spatial scheduling, as a region becomes
“greener,” the bene�ts of carbon-aware spatiotemporal work-
load shifting will increase. This can be seen by how the
emissions from carbon-aware scheduling decrease in Fig-
ure 11(c) and (d). However, as the percentage of renewables
grows, the region’s average carbon intensity also decreases,
causing carbon-agnostic scheduling to yield lower emissions.
This implies that the bene�ts of carbon-aware scheduling
diminish when compared to carbon-agnostic methods as the
world’s energy supply becomes greener.

6.4 Spatial and Temporal Shifting Combined
Finally, we examine the combined e�ect of spatial and tem-
poral shifting, quantifying their limit in ideal and practical
settings. The approach allows jobs to not only migrate to
di�erent regions but also leverage deferrability to schedule
their execution during optimal periods within the destina-
tion region. We consider two scenarios: the ideal case, where
jobs can defer execution by up to a year, and the constrained
case, where the deferral window is limited to 24 hours.

Figure 12 shows that, in general, regardless of the choice
of slack, carbon reduction from spatial workload shifting
dictates a decision on whether a workload should migrate
to a particular region. That is, spatial reductions dominate
temporal reductions regardless of their sign (positive or neg-
ative). For example, migrating workloads to Sweden (SE),
Ontario (CA-ON), or Belgium (BE) results in high net car-
bon reduction because migrating to one of these regions
yields high carbon reductions from spatial shifting, even if
these regions have low variability and therefore low tempo-
ral carbon reductions. Conversely, migrating workloads to
the Netherlands (NL), South Korea (KR), or Utah (US-UT)
yields low to negative net gains in carbon reductions (i.e.
incurring more carbon emissions as compared to running
the job locally) even when these regions have high temporal
reductions. This is because these regions have negative gains
in carbon reductions from spatial migration. Of course, there
are some exceptions where regions have low spatial gains
and high temporal gains and yet result in relatively high net
carbon reductions, such as California (US-CA) and Virginia
(US-VA). However, in general, reductions from spatial migra-
tion when migrating to a region in�uence the net gains in
carbon reductions.
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Key Takeaways. When combining spatial and temporal
shifting, savings from spatial migration dominate the over-
all savings, with limited additional bene�ts from perform-
ing temporal shifting. In addition, the bene�ts of carbon-
aware spatiotemporal optimizations decline as regions adopt
higher levels of renewable energy.

7 Related Work
There has been much prior work that proposes carbon-aware
spatiotemporal workload shifting policies to reduce comput-
ing’s carbon footprint [14, 22, 27, 35, 39, 39, 44, 45, 49, 51].
Our work is related to this work in using these spatiotempo-
ral shifting policies to evaluate an upper bound on carbon
savings in di�erent scenarios.
Spatial Shifting. Prior work [14, 35] discusses how the
choice of region to execute the workload impacts the carbon
emissions. Prior work [27, 45] also proposes speci�c region
selection techniques to reduce carbon emissions. To quantify
an upper limit on spatial workload shifting, our work also
examines region selection policies for workload execution
and evaluates optimal region selection policy, namely 1-
migrations policy.
Temporal Shifting. Prior work also exploits temporal �exi-
bility by delaying workload execution [1, 39], using suspend-
resume techniques [49], or scaling the workload [22, 44]. Our
work uses similar variations of deferrable and interruptible
temporal workload shifting policies discussed in [49].
Other prior work explores other aspects of carbon re-

duction [21, 28]. CarbonCast is a machine-learning model
that provides multi-day forecasts of the grid’s carbon-
intensity with a mean absolute percentage error (MAPE)
of 4.80–13.93% across six regions [28]. While our work quan-
ti�es an upper limit on carbon reduction by assuming per-
fect knowledge of carbon-intensity, in a practical setting a
low-error forecasting model would be required for carbon
reduction to approach the upper limit. Further, there is also
prior work on the tradeo� between carbon-e�ciency and
other metrics, such as energy-e�ciency and cost [21, 51].
Our work di�ers in that we focus narrowly on quantifying
the upper limit on carbon reduction, and do not consider
energy-e�ciency and cost.

8 Conclusions
In this paper, we conducted an empirical analysis of the
bene�ts and limitations of spatiotemporal workload shifting
in the cloud. Our results have several important implications.

Most importantly, our results show that although there is
the potential for some signi�cant carbon savings from spa-
tiotemporal workload shifting, the bene�ts are often limited
in practice. For temporal shifting, these limits derive from a
lack of variability in carbon intensity at many locations. In
addition, the locations with low variability – where temporal
shifting is least e�ective –tend to be those with the highest

absolute carbon emissions – where reducing carbon emis-
sions is most important. Likewise, locations with signi�cant
variability tend to have low average carbon emissions, and
thus adapting to such variations does not yield signi�cant
savings. For spatial shifting, resource constraints will likely
limit much of the, potentially signi�cant, carbon savings
in practice by preventing most jobs from migrating to the
lowest carbon regions. In addition, migration overheads may
also prevent many large jobs that consume signi�cant re-
sources and energy, i.e., from processing large datasets, from
bene�ting from migration.
Of course, as the grid becomes greener our results may

change. For example, as more locations adopt renewables,
their carbon variability will increase and the global average
carbon will decrease. This will increase both the relative
and absolute bene�t of temporal shifting, since even the
highest carbon regions will have variations in their carbon
intensity due to renewables. A greener grid will also elevate
the importance of more sophisticated spatial shifting policies,
as there are likely to be more frequent overlaps in the carbon
intensity pro�les of di�erent nearby locations.

As the grid integrates more intermittent solar and wind to
lower its emissions to lower its emissions, it will need more
�exible capacity that can dynamically vary its energy con-
sumption to o�set variations in these sources. Thus, rather
than adapting to how carbon emissions currently vary in the
grid, cloud platforms might be more e�ective in supporting
grid’s operations so it can increase the penetration of renew-
able energy. Our future work will quantify the potential of
cloud platforms in supporting such goals.
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A Artifact Appendix
A.1 Abstract
This artifact is created with the goal of quantifying the limita-
tions of carbon-aware temporal and spatial workload shifting
in the cloud. The artifact contains multiple experiments that
quantify an upper bound on both the ideal and practical ben-
e�ts of carbon-aware spatiotemporal workload shifting for a
wide range of computing workloads. We conduct a detailed
trace-driven analysis to understand the bene�ts and limita-
tions of spatiotemporal workload scheduling for computing
workloads with di�erent characteristics, e.g., job duration,
deadlines, and SLOs, based on hourly variations in energy’s
carbon-intensity over three years across 123 distinct regions,
which encompass most major datacenter sites.

A.2 Description & Requirements
A.2.1 How to access. The artifact is available at Zen-
odo h�ps://zenodo.org/records/10790855 as well as GitHub
h�ps://github.com/umassos/decarbonization-potential. The
repository contains more detailed descriptions of the setup
and required dataset for each experiment.
A.2.2 Hardware dependencies. None
A.2.3 Software dependencies. This artifact has been
tested on Ubuntu 20.04 LTS using Python 3.8. The required
Python modules are pandas, numpy, scikit-learn, matplotlib
and seaborn. Assuming the dependencies can be success-
fully installed, we expect the artifact to also work on other
Unix-based systems that support Python 3.8+.
A.2.4 Benchmarks. Carbon Intensity Data: We collected
carbon intensity traces for 123 di�erent geographical regions
worldwide from 2020 to 2022 using the Electricity Maps
web API4. Each trace reports the region’s average carbon
intensity, measured in grams of carbon dioxide equivalent
per kilowatt-hour (g·CO2eq/kWh) hourly. The 123 regions
are listed in the global_modules/static_files/name_stats.csv.

Network Latency: To simulate the intra-datacenter
network latency, we use the Google Cloud Inter-Region
latency measurements collected by the AT&T Center for
Virtualization from the Southern Methodist University 5 for
the May’2023 period.Workload Trace: We use the workload
trace from Azure [5] and Google [18]. The links to the
speci�c workload traces are also provided in the GitHub
repository.

A.3 Setup
We generated a requirements.txt �le for the required Python
packages. We suggest users to create a Python virtual envi-
ronment6, update the pip command, and install the required

4h�ps://www.electricitymaps.com/data-portal
5h�ps://lookerstudio.google.com/s/tN5DUuNd_28
6h�ps://docs.python.org/3/library/venv.html

modules inside of this virtual environment. To install the
requirements, run pip install -r requirements.txt

A.4 Evaluation work�ow
Before running all the spatiotemporal experiments, we �rst
pre-process the raw carbon intensity and latency data. The
scripts for pre-processing the raw carbon intensity and la-
tency data can be found in the process_raw_data directory.
The processed data are stored as .csv �les in the shared_data
directory and are used across experiments except otherwise
noted.

A.4.1 Major Claims.

• (C1): Depending on the set of regions in the carbon in-
tensity dataset, the results may di�er.

• (C2): Depending on the year covered by the carbon in-
tensity data, the results may di�er.

• (C3): Depending on the workload trace, the results may
di�er.

A.4.2 Experiments. The directories whose names start
with sim_ are the directories with di�erent groups of
simulations. The sub-directories in each parent directory
are individual simulations, which are to be run inside its
own directory.
Experiment (E1): [Mean and Daily CV]: This experiment
generates Figure 3(a), illustrating the yearly mean and
average daily coe�cient of variation (CV) for carbon
intensity across all regions for 2022. This experiment is
in sim_trace_analysis/mean_and_cv directory, and the
calculate_mean_and_cv.py script is run before plotting the
results using plot_mean_and_cv.py.

Experiment (E2): [Change Over Time]: This ex-
periment generates Figure 3(b), showing the change in the
region’s yearly mean and daily CV between 2020 and 2022.
This experiment is in sim_trace_analysis/change_over_time
directory, and the calculate_mean_and_cv.py script is run
before plotting the results using plot_change_over_time.py
script.

Experiment (E3): [Periodicity Score]: This experi-
ment generates Figure 4, using the series period detect
function from the Azure data explorer7 to calculate the
periodicity score of the carbon intensity signal. This
experiment is in sim_trace_analysis/periodicity directory,
and the plot_periodicity_score.py script is used to plot
the periodicity scores. The sample periodicity score �le is
provided in sim_trace_analysis/periodicity/data_output.

Experiment (E4): [Region Capacity]: This experi-
ment generates Figure 5(a)-(c). The experiment script is

7h�ps://azure.microso�.com/en-us/products/data-explorer

https://zenodo.org/records/10790855
https://github.com/umassos/decarbonization-potential
global_modules/static_files/name_stats.csv
https://www.electricitymaps.com/data-portal
https://lookerstudio.google.com/s/tN5DUuNd_28
https://docs.python.org/3/library/venv.html
process_raw_data
shared_data
sim_trace_analysis/mean_and_cv
calculate_mean_and_cv.py
plot_mean_and_cv.py
sim_trace_analysis/change_over_time
calculate_mean_and_cv.py
plot_change_over_time.py
sim_trace_analysis/periodicity
plot_periodicity_score.py
sim_trace_analysis/periodicity/data_output
https://azure.microsoft.com/en-us/products/data-explorer


EuroSys ’24, April 22–25, 2024, Athens, Greece Sukprasert et al.

calculate_capacity.py. Figures 5(a)-(b) are plotted using
sim_spatial/geo_grouping_capacity/plot_geo_grouping_
capacity.py script, while Figure 5(c) is plotted using sim_
spatial/global_idle_capacity/plot_global_idle_capacity.py

Experiment (E5): [Capacity and Latency]: This
experiment generates Figure 6(a), where it sets the uniform
idle capacity for all the regions in the dataset and limits the
allowed latency that the workload can incur. We use the
Google Cloud Inter-Region latency data for this experiment.
This experiment is in sim_spatial/capacity_latency directory,
and the calculate_capacity_latency.py script is run before
plotting the results using plot_capacity_latency.py.

Experiment (E6): [One and In�nite Migration]:
This experiment generates Figure 6(b), comparing the
carbon reductions from the two migration policies, namely
one-migration and in�nite-migrations. For one migration,
the workload is migrated to the region with the lowest
annual mean and the job is run until completion. For the
in�nite-migrations policy, the workload is migrated to a
region with the lowest carbon intensity of that hour, and
the migration continues every hour until completion. This
experiment is in sim_spatial/one_and_inf directory, and the
calculate_one_and_inf.py script is run before plotting the
results using plot_one_and_inf.py script.

Experiment (E7): [Vary Job and Slack]: This ex-
periment computes carbon emissions for deferrable
and interruptible workloads for all 8760 potential start
times over one year. The script to run this experiment
is sim_temporal/experiment_vary_job_slack.py. The
sim_temporal/process_vary_job_slack_data.py script then
processes the raw output from the experiment. Both raw and
processed results are stored in sim_temporal/data_output
which will then be processed and plot in the other
sub-directories. The processed data is then used to
analyze carbon reductions from di�erent dimensions
in di�erent sub-directories in the main sim_temporal
directory. Note that the Weighted Workload load experiment
involves getting the weights for each workload from
the Google [18] and Azure [5] workload traces. To run
the simulations in the sim_temporal sub-directories, go
to sim_temporal/<sub-directory>, run the script that
starts with calculate to process the data, then run the
script that starts with plot to plot the results. This main
temporal experiment together with the simulations in the
sub-directories generate Figures 7(a)-(b), 8(a)-(b), 9(a)-(b),
and 10(a)-(d).

Experiment (E8): [Mixed Workloads]: This experiment
generates Figure 11(a), which analyzes how the proportion
of the migratable workloads impacts carbon reductions.
This experiment is in sim_what_ifs/mixed_workloads

directory, run the calculate_mixed_workloads.py, then run
process_mixed_workloads.py before plotting the results
using plot_mixed_workload.py.

Experiment (E9): [Prediction Error]: This experi-
ment generates Figure 11(b) that shows the increase in
carbon emissions when there is a prediction error. To run
the experiment:

• Go to sim_what_ifs/prediction_error directory.
• Add prediction errors to the regions’ error-free traces
with add_error.py script.

• For each value of error, create a �le that combines all
the regions’ traces with that error using combined_
spatial_trace.py.

• Run the temporal shifting experiment using temporal_
shi�ing.py

• Process the data from temporal shiftingwith calculate_
temporal.py.

• Process the data for spatial shifting with calculate_
spatial.py.

• Use plot_global_scenario.py script to plot the results.

Experiment (E10): [Increasing Renewable Penetration]:
This experiment generates Figure 11(c)-(d) that shows the
carbon emissions from carbo-agnostic and carbon-aware
scheduling. To run the experiment:

• Go to sim_what_ifs/greener directory.
• Create an emission factor �le for all the available re-
gions with create_emission_factors.py.

• Add more renewable sources to the raw carbon trace
from Electricity Maps and re-calculate the carbon in-
tensity with add_renewables.py.

• For each percentage of the added renewables, create
a �le that combines all the regions’ traces with that
percentage using combined_spatial_trace.py.

• Run the temporal shifting experiment using temporal_
shi�ing.py.

• Process the results from temporal shifting using
two scripts, namely calculate_job_agnostic.py and
calculate_job_aware.py.

• Use plot_temporal.py and plot_spatial.py scripts to
plot the results.

Experiment (E11): [Temporal and Spatial Combined]:
This experiment generates Figure 11, which shows the com-
bined reductions from temporal and spatial shifting. The
sample regions are the same as the ones in (E3): [Periodicity
Score]. To run the experiment:

• Access sim_what_ifs/temporal_spatial_combined.
• Calculate the carbon reductions from the calculate_
combined_savings.py script.

• Use plot_combined_savings.py to plot the result.
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