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ABSTRACT
We examine how to re-design the Internet for an energy-
constrained future powered by diffuse, intermittent, and expensive
power sources. We consider the types of constraints this might
place upon the Internet architecture and the manner in which im-
portant network components can function in this new environment.
We then attempt to chart a path forward for future research.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design

General Terms
Design, Economics, Management
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1. INTRODUCTION
If we had a tenth the energy to run the Internet, and if that en-

ergy were ten times as volatile, how might we rethink the Internet’s
design? Recent studies indicate that energy costs will rise substan-
tially over the coming decades, due primarily to the increasing dif-
ficulty of locating and extracting fossil fuels [12, 27]. Rising en-
ergy costs, increasing demands [6], ecological limits [20], and eco-
nomic consequences [10] will force a fundamental change in the
world’s energy infrastructure and will likely include significant de-
ployment of intermittent renewable energy sources [13]—sources
that are likely to deliver less energy less reliably than we have come
to expect—all during a period of economic turmoil.

In response to this future [26], we suggest the study of a simple
question: how might we redesign the Internet’s architecture to use
intermittent energy sources? Although the networking literature
is replete with studies on scaling up the Internet and the Internet
architecture, little attention has been paid to re-scaling it to meet
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new constraints. We believe that energy uncertainty warrants a new
perspective in networking research and a focus on Internet design
for these possible conditions.

In this paper, we assume a) that today’s energy infrastructure
will transition to using primarily intermittent and diffuse sources
of low-carbon energy; further, since we expect that energy supply
will be significantly less than its potential demand, we assume b)
that the electric grid will be unable to hide the volatility of these en-
ergy sources from points of consumption. These assumptions are
debatable; it is possible that in some regions sources of energy will
be predominantly nuclear or hydroelectric, and as a result more sta-
ble and plentiful. Similarly, it is possible that in some regions smart
grid deployment proceeds rapidly and is able to manage a diverse
energy portfolio in a manner that ensures always-on electricity. We
are not claiming that our assumptions will be true, only that we be-
lieve that as part of a long-term research agenda it is important to
consider the implications if they were true. The risk of ignoring
these constraints is large, whereas exploring them may be fruitful
even if the energy picture has a more cornucopian outcome.

Researchers have studied the issue of reducing the power con-
sumption of networks in order to reduce cost, but there has been
little work on coping with fluctuations and shortages. Although a
complete redesign of the Internet is beyond the scope of this paper,
our modest goal is to consider how the above constraints will af-
fect many of the Internet’s essential components and then to chart a
course forward. Thus we begin by enumerating (Section 2) con-
straints a future Internet might face. We then use a case study
(Section 3) to consider the Internet’s components including rout-
ing, transport, addressing, clouds, link/physical technology, and ap-
plications; for each we consider how these constraints affect their
design. Finally we discuss next steps (Section 4) and related work.

2. DESIGN CONSTRAINTS
Since systems research is an exercise in producing the best pos-

sible design given a set of design constraints, in this section we
examine the constraints under which we envision a possible future
Internet operating. While we believe that we will face at least some
of these constraints in the future, our list is not a prediction but
rather the setting for a design exercise. First, we briefly consider
the premises that guide our thinking.

We envision an Internet, including its constituent routers and
switches, end hosts, and data centers, using localized power sources
such as solar or wind. These sources vary widely in the power they
deliver on both short and long timescales [19]. We do not rely upon
or assume the existence of a smart grid. While there are a number
of projects making good progress on the development of a smart
grid that integrates such diffuse and intermittent sources, we con-
sider the more challenging case of operating networks that do not



have consistent access to plentiful electricity. Even a smart grid will
be unable to handle scenarios where the aggregate energy supply is
less than demand or is too expensive to use consistently.

Next we describe the contours of the constraints we consider,
and reasons why each constraint is fundamental.

The network edge is least power-constrained. Non-carbon en-
ergy sources are often diffuse. For reasons of resilience, efficiency,
independence, and often politics, it may be difficult to produce such
power centrally and then transmit it over long distances. Since edge
nodes are typically deployed with less physical density than the
core and data centers, the available energy per node at the edge
may be greater than within the network.
Hard to build new infrastructure. While designing for such a
set of challenging future scenarios, a natural response is to start
from a clean slate. We argue that this is not possible in this particu-
lar instance much more so than other challenging future scenarios,
because the challenge itself constrains the resources available to
deploy new devices, systems, and infrastructure. That is, to build
new infrastructure takes up-front energy—the energy to manufac-
ture, deploy, operate, and maintain the devices, and as well as the
financial resources to do so [22]. We contend that in an energy
challenged world it will be far more efficient, in terms of energy
and cost, to adapt today’s infrastructure to the limits at hand.
Limited data and energy storage. A common approach to re-
solving problems of intermittency in either data or energy is to use
buffers. Buffering approaches would likely rely upon non-volatile
storage at data centers, such as in a delay-tolerant network. How-
ever, such buffering can be expensive. Similarly, non-hydrocarbon
energy storage is neither dense nor inexpensive. As a result, we ex-
pect that little large-scale data or energy storage will be available.
Volatility. Coping with diffuse energy sources is further compli-
cated by intermittency and the lack of data or energy storage. His-
torical experience has shown us that a volatile network is one that
is hard to manage and is unforgiving for many protocols, includ-
ing BGP [18], TCP [3], and others. Assuming constrained and
intermittent power with limited storage, routers might power cycle
frequently, causing frequent route fluctuations.
Demand exceeds supply. A common assumption in the design of
networks today is that the supply of energy will be uninterrupted,
limitless, and affordable enough that it seldom constrains the choice
of whether to run systems at all. In the future we consider here, de-
mand is likely to always exceed available energy supply.

A natural reaction is that these constraints are too restrictive, and
that the future is unlikely to be constrained in precisely these ways.
We agree, but our hope is that in designing an Internet that can cope
with these constraints we build in a margin of resilience.

3. DESIGN
As the series of constraints discussed in Section 2 potentially

manifest, how must the components of today’s Internet architecture
change? Here, we present the opposite of a conventional clean-
slate Internet architecture design: clean-slate designs aim to create
a radically different architecture using today’s (energy) constraints,
whereas our interest is in repurposing today’s architecture and in-
frastructure for radically different energy constraints.

3.1 Design by Example
Although we do not have space to present a full design, we dis-

cuss a very concrete example to ground our discussion and to high-
light challenges that arise. Our goal is not to present new technical
solutions but rather to gather relevant ideas to meet the needs of an

intermittent energy Internet. Our example is as follows: we wish to
perform cross-continent data transfer—a server in California serves
data to a client in Washington DC. A traceroute between these sites
yields (layer 3) routers in Sacramento, San Jose, San Francisco,
Kansas City, Chicago, and Washington DC. For simplicity we as-
sume ideal renewable energy sources in each of these locations: the
California and Washington DC nodes use solar and the Kansas City
and Chicago nodes use wind [31].

We use historical weather data from Weather Underground for
June 30th, 2011 to understand the renewable energy constraints the
data transfer would have faced that day [30]. San Francisco and
DC are sunny that day. However, Chicago has variable wind—from
nearly calm to over 30mph—and Kansas City has low but constant
wind. At the time Chicago’s wind speed increases (around 9pm),
San Francisco is getting dark and DC is already past dusk.

3.2 Components
Next we consider a redesign of today’s Internet, keeping our ex-

ample in mind as we do so.

3.2.1 Interdomain Routing
We examine the two key functions of routers: route computa-

tion/distribution and data-plane forwarding. Because we eschew
clean-slate design, we do not consider the possibility of separating
routing into a management layer [8].

What problems are encountered in each of these cases? Route
distribution and computation is currently handled by BGP; even
under good conditions BGP exhibits poor stability and is unlikely
to fare well in a volatile network. On the day in question, Chicago
is unlikely to be able to serve a significant amount of traffic until
late in the day, and thus we have to use alternative routes. Also, the
period of time Chicago has significant wind is on the order of an
hour, which is not that long relative to the potential time of BGP
convergence. Forwarding will have to be performed at a lower rate
due to power constraints. Most notably, this scenario introduces a
new dimension to routing decision-making: time.

If we were to replace conventional BGP with a variant that an-
nounces time-dependent routes, routing may become more static
than today. This notion may seem counterintuitive at first, but to
work within BGP’s limited ability to cope with route flapping, we
might be forced to pin routes and use hysteresis to prevent fluctua-
tions from affecting route selection and causing update storms. Pin-
ning would help alleviate the fluctuation that happens when hosts
and routers unexpectedly and repeatedly fail using today’s BGP.
The goal would be to make BGP less reactive to temporary outages
that occur during intermittent power failures.

For forwarding, we might consider power proportionality when
parts of the route are power-constrained—e.g., switching off
linecards when not needed [9]. Alternatively, if the hardware is
such that transmission rate is proportional to power usage, as in the
case of some wireless devices, we can decrease the transmission
rate and still deliver the same data over a longer time period us-
ing less energy (since bit rate is a sub-linear function of transmit
power according to Shannon’s law [16]). Under more severe power
constraints, we will simply have no choice but to shut off routers
temporarily. If we were to do so, all forwarding must come to a
stop and traffic will have to find other ways around.

3.2.2 Transport
Ensuring that the basic functions of data transport protocols (re-

liability, flow control, congestion control, service multiplexing) op-
erate correctly is significantly complicated when end-to-end reach-
ability itself is volatile. Operating TCP in challenging regimes is



nothing new; research has explored using TCP in everything from
sensor networks and sub-packet regimes to overloaded data centers
and lossy wireless links. In a power-constrained network, trans-
port protocols are likely to face high loss rates (often correlated
rather than random), frequently interrupted flows, volatile bottle-
neck bandwidths, as well as sporadically available end systems.

In our example, we expect that for a substantial part of the day
in question, connectivity between San Francisco and DC will be
lossy and slow, requiring the use of either robust single-path trans-
port protocols or multi-path transport via overlay IP tunnels. It
seems appropriate for transport protocols in this scenario to begin
and end communication quickly, with little overhead, and to be able
to resume communication extremely quickly [25]. In addition, the
traditional function of congestion control might disappear in this
context as the fundamental tradeoff between protocol robustness
and efficiency is exposed. New transport protocols that focus on
conserving energy while still reliably delivering data rather than
maximizing bandwidth usage will need to be developed.

3.2.3 Cloud
The cloud may be the most rapidly increasing energy consumer

today, but faces challenges in a world of diffuse and intermittent
power. If Chicago’s power is limited for a large fraction of the
day, running energy-intensive data centers is an untenable luxury.
Any processing or access to data stored on those nodes would re-
quire careful scheduling to find times that all parties have sufficient
power, which on the day in question only occurs for a brief period
around 8:30pm Chicago time.

As with routing, one way to cope is to leverage power propor-
tionality and simply shed load in order to decrease energy use.
Under more severe constraints, a natural solution is to shut down
servers as required and offload work to other machines [28]. In
the event of anticipated power shortages, it would be possible to
schedule batch/large jobs when power is available.

A more advanced approach might involve sharing the energy cost
of cloud-based workloads by dynamically scaling the amount of
work performed by the client vs. the server based on their available
power. For example, if the client has significant solar power while
using Google Docs and Google is near its power limit, Google can
offload the dynamic features of the application to the client.

3.2.4 Addressing and Naming
In this scenario customer-provider relationships may become

less clear as the policies available for use will need to be more
flexible and the network service more redundant. As a result, more
of what we think of as stub networks will require backup network
service—how else would data have been routed from a host in
Kansas City to a host in DC on the day in question?

Thus the meaning of fixed addresses in an intermittently pow-
ered network may change. If a server is flapping, should it receive
a fixed address? What if a router is doing the same? There is sig-
nificant debate over the meaning of addresses, the benefits of flat
naming, and the historical conflation of location with identity. For
convenience we think that fixed addressing is likely the best ap-
proach, but one could imagine the benefits of having a one-to-many
anycast-like mapping for a broader set of addresses, extending the
service model from today’s to one in which an address refers to the
host that answers to this address and currently has power.

3.2.5 Link/physical Technology
At the lowest level of communication, power availability affects

the raw transmission of bits and signals over lambdas and cop-
per. Power availability may have a wide range of effects depending

upon the transmission technology in question, so we only consider
the broad contours of these impacts on the link and physical layers.

At the link layer, many of the difficulties faced by challenged net-
works today are likely to arise. Thus the community’s experience
with highly-lossy wireless networks is beneficial when considering
how to design a MAC protocol for a network in which recipient
end points fluctuate in their availability. One option is to leverage
broadcast-based mesh approaches such as ExOR [4].

Physical technologies also vary widely, but one commonality
among many high-speed physical layer technologies is their use
of circuits. Although these technologies operate on a smaller
timescale than the timescales we anticipate for power fluctuation,
they will nevertheless be more vulnerable to interruption than tech-
nologies that do not require circuit establishment.

3.2.6 Applications
Many application protocols require interactivity and fast re-

sponses in a way that may not be achievable in an energy con-
strained future. For example, HTTP, SMTP, IMAP, and other com-
mon protocols require significant interactivity during handshaking
and client requests. Once a client has issued a request, it is free
to either receive or send data as required. Worse still are many
modern Ajax-based applications that require constant interactivity.
However, without deploying modified applications, we might con-
sider a stopgap solution of proxies designed to emulate the basic
functionality of either end of a connection with minimal interac-
tivity. Many transparent network proxies and de-duplication boxes
have much of the functionality required to enable this today.

4. THE KEY TRADEOFF
As we saw in the previous section, the primary challenge we face

is that point-to-point communication becomes much more difficult
under constrained, intermittent power. The adaptations required for
this future Internet will therefore encounter a key tradeoff between
resilience and efficiency.

Resilience is often the opposite of efficiency; only a system that
has fat to cut can survive when the fat is cut. In this context by
resilience we mean that data can reach its destination in a pre-
dictable manner despite unpredictable changes in the network. By
efficiency, we mean that the network itself is using as little energy
as possible to perform the needed communications. Resilience re-
quires overprovisioning the network to cope with unpredictability,
but overprovisioning requires more resources, hence making the
network less energy-efficient. Similarly, efficiency requires using
the bare minimum resources to establish communication once re-
sources become available, which means that communications are
less resilient to network failure.

These two ends of the design spectrum have loose analogs in
how traditional communication media operate. Thus, next we elab-
orate on how the Internet would look under the resilience-oriented
model (akin to radio) and the efficiency-oriented model (akin to
telephony). We believe there will be suitable applications for each
model, and that a future Internet with intermittent power would
likely have to be a combination of the two.

4.1 Resilience
The resilience-oriented model for optimizing an intermittent-

energy Internet is loosely inspired by how radio stations broadcast
content, and interested listeners tune in to seek the content they
want to hear. To achieve resilience, this model would adopt tech-
niques from delay-tolerant networking (DTN). Ideally, if there mul-
tiple paths between two end points, the communication mechanism
will publish data along many or all paths simultaneously in case



any one of them fails. Furthermore, even within a path there could
be some unavoidable delays that require an intermediate node to
store a copy of in-transit data onto stable storage (just in case one
of the path links fail).

This is a publish-subscribe model similar to one proposed in
studies on Information-Centric Networking [15, 17]. Since we are
not interested in rearchitecting the Internet, we could adapt ICN
principles using HTTP [24]. This model would be suited to appli-
cations such as bulk data transfer.

4.2 Efficiency
The efficiency-oriented model is loosely inspired by how tele-

phone users only need the service for a brief period of time once
they determine the appropriate time and conditions to communi-
cate. This model achieves efficiency by having users pick the ap-
propriate moment to initiate end-to-end communication, thereby
reducing the total amount of energy required to transfer data in the
system across all users. The primary challenge in this approach
is developing a mechanism for determining both end point and in-
network resource availability. To this end, we might leverage prob-
abilistic routing and unconventional data sources such as weather
models to schedule sessions when packet forwarding conditions are
favorable, enabling interactive applications.

5. RELATED WORK
Reducing the energy use of servers [2], network protocols [23],

networks [11], and data centers [21] has received significant atten-
tion over the last decade. However, in an energy-constrained future
simply reducing energy consumption may not be enough, if even
reduced energy demands still exceed the supply. Instead, systems
will also have to cope with frequent and unpredictable fluctuations
in available power from intermittent energy sources [29]. Recent
work examines how data centers might cope, or take advantage of,
intermittent renewable energy sources either by rapidly transition-
ing hardware components between a high-power active state and
a low-power inactive state [14, 28] or by migrating data to data
centers with plentiful power [1]. While a useful starting point, ap-
plying these techniques to the Internet may prove difficult, since a
network path, unlike a data center, may include multiple locations
with little power and mostly inactive components.

In addition to this body of recent work, delay-tolerant network-
ing and developing regions research are good fits for our problem
domain [5, 7]. However, since we do not consider a clean-slate ap-
proach, we find it hard to envision how a DTN or similar approach
might be deployed at the scale required to meet the new needs of
a downscaled Internet. One option would be to try to shoehorn the
current IP architecture to make it delay tolerant without deploying
real delay-tolerant functionality in the network.

6. CONCLUSIONS
We have just scratched the surface of the intellectual and practi-

cal challenges in building an intermittent-energy Internet architec-
ture. Numerous questions and challenges remain, including pricing
and scheduling of packets based upon energy use, coping with di-
urnal and seasonal effects, migrating physical infrastructure to re-
gions with superior energy infrastructure, and exploring the broader
architectural design space. All of these must be considered within
the context of the central tradeoff of resilience and efficiency.

Coping with diffuse, intermittent, and expensive energy provides
benefits regardless of how the future unfolds. In the best case, we
enable a transition to an Internet that can run on renewable energy.
In the worst case, we ensure the continued operation of the network,

one that is robust to the uncertainties of a more chaotic future. We
come away from our initial exploration optimistic given that our
community appears well-equipped to address these constraints if
we appropriately apply our knowledge, though knowledge is nec-
essary but insufficient—we must follow it with action.
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