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Abstract—Modern network processor systems require the ability to adapt their processing capabilities at runtime to changes in network traffic. Traditionally, network processor applications have been optimized for a single static workload scenario, but recently several approaches for runtime adaptation have been proposed. Comparing these approaches and developing novel runtime support algorithms is difficult due to the multicore system-on-a-chip nature of network processors. In this paper, we present a model for network processors that can aid in evaluating different runtime support systems. The model considers workload characteristics of applications and network traffic using a queuing network abstraction. The accuracy of this analytical approach to modeling runtime systems is validated through simulation. We illustrate the effectiveness of our model by comparing the performance of two existing workload adaptation algorithms.

Index Terms—Multiprocessor system, workload partitioning and mapping, runtime management, performance evaluation

I. INTRODUCTION

NETWORK processors (NPs) provide programmable packet processing capabilities on modern routers. This ability to modify and customize the data path in these systems provides a vehicle for network services that go beyond simple packet forwarding. Routers can be enabled to provide QoS routing [32], advanced firewalling and intrusion detection [18], SSL termination [15], and numerous other functions that are more suitable for implementation inside the network than on end-systems. Current research on next-generation network architectures [6] proposes to further expand processing capabilities on routers and make packet processing services a first-class networking function. These trends illustrate the importance of network processors as enabling platforms.

Current network processors are implemented as system-on-a-chip multiprocessors. The use of several to dozens of simple, parallel RISC processors provides the computational power to handle Gigabit per second data rates. The simplicity and repetitiveness of network processing tasks ensures that a high level of parallelism can be achieved. One of the main challenges in using network processors is to program them in a way that fully exploits the capabilities of the system. The tight interactions between processors, co-processors, on-chip and off-chip memory, and other shared components cause a lot of runtime issues that need to be considered by a programmer. Based on analytical models and simulation, workloads can be optimized for traffic scenarios by statically allocating sufficient resources.

The main problem with this approach is that network traffic changes dynamically. With changing proportions of different types of packets, processing requirements on the network processor change, too. In our results, we show that using a static allocation of processing tasks for a realistic packet trace with four types of applications achieves only 20%–60% utilization. This becomes worse if more diverse types of processing are considered as it can occur on more advanced routers (i.e., tens of different packet processing options [8]). Thus, it is necessary to consider dynamic adaptation of processor allocations during runtime.

The concept of runtime support for network processors is not new [16], [30]. As has been noted in this related work, there are considerable differences between runtime systems for network processors and conventional operating systems for workstations and server. In particular, the numerous parallel processor cores with limited instruction store make the dynamic adaptation problem complex. A runtime system needs to be able to allocate tasks to processing resources in such a way that current traffic patterns can be processed efficiently. Due to the inherent cost of reprogramming processing components, a particular configuration needs to be maintained for a certain amount of time. Thus, a given allocation needs to be somewhat “predictive” of a short window of future traffic.

Several approaches that attempt to solve the problem of allocating processing tasks to system resources have been published [16], [23], [30]. Unfortunately, they all make a variety of assumptions on the underlying system structure that complicate the comparison of these solutions. This is a major problem as fair comparison is important for enabling progress in this area of research.

In this paper, we propose a novel methodology to systematically evaluate runtime systems for network processors. Our contributions are:

- **Definition of Dynamic Workloads.** We develop a model for describing workloads for network processors in scenarios where network traffic causes changes in processing requirements. We provide examples from realistic applications and network traces and provide a mechanism for generating synthetic workloads that can be used in benchmarks.

- **Queuing Model for Analytical Evaluation of Runtime Systems.** We present a model that can determine the performance of different runtime support systems for network processors. We show how it can be used to determine a range of system performance metrics including throughput, processor utilization, and average number of packets in system.

- **Comparison of Existing Mapping Algorithms.** We illustrate the generality of our model by comparing two existing runtime support approaches that have been published previously by two different research groups.

The remainder of this paper is organized as follows. Section II discusses related work. The overall methodology is described in Section III. The main components of this methodology are discussed in the following sections: Section IV covers the workload model, Section V covers the system model, and Section VI discusses the analytical performance evaluation. In section VII, the results of the comparison of specific runtime systems using analytical evaluation are shown. Moreover, the analytical results
are compared to simulation results for validation. Section VIII summarizes and concludes this paper.

II. RELATED WORK

Several network processors are commercially available and have been used in research and development: Intel IXP [14], HiN PowerNP [1], EZchip NP-1 [9], AMCC np7510 [2]. These systems have been used for a broad range of networking applications, ranging from general programmable router component [26] to overlay networks [11] and content-based switching [31].

Programming of network processors is challenging due to the complex interactions between the multiple processor cores, memory, and other shared components. Different programming abstractions have been proposed by Goglin et al. [12] and Shah et al. [24] for static workload scenarios. Dynamic scenarios have been considered by Memik et al. [20] and Teja [27]. While both of these approaches provide a thin network processing operating system to simplify programming, neither provides the ability to quickly adapt multiple applications during runtime. Other scheduling algorithms have been proposed by Franklin and Datar [10], Plishker et al. [21] have proposed mapping based on their domain specific language for network processors. Kokku et al. [16] have proposed an algorithm for adapting allocations of entire applications to processor cores to reduce power consumption. We will use this algorithm as one of the evaluation scenarios in Section VII. Wolf et al. [30] have proposed runtime support that also considers the partitioning of applications across multiple processor cores. This will be another approach that is evaluated in the Section VII.

In order to evaluate the performance of a given workload scenario on a network processor system, a number of different models have been proposed. These have typically been applied to design space evaluation by Thiele et al. [28], Crowley and Baer [7], Gries et al. [13], and Wolf and Franklin [29]. We use a less detailed approach to evaluating system performance and base our results on simulation results as proposed by Ramaswamy and Wolf [22].

Lu and Wang [19] have proposed queuing networks for modeling network processor systems. Their work addresses the performance evaluation of a single static network processing application. While their model is more detailed and considers memory accesses, it does not address the issue of dynamic workload scenarios and runtime adaptation, which is the main contribution of our work.

III. EVALUATION METHODOLOGY

Our overall methodology for evaluating runtime systems for network processors is outlined in Figure 1. It can be divided into three main components:

- **Dynamic Workload Characterization.** This aspect of the methodology consists of two components, a description of the individual processing steps (“applications”) and a description of the variation in processing that depends on changes in network traffic.

- **Runtime Support System.** This component of the methodology handles the allocation of processing tasks to system resources as specified by different runtime systems. Typically, this process consists of a general system specification (e.g., number and capabilities of processors) and an algorithm that determines which application is assigned to which processor (“mapping algorithm”). The result of this process is a dynamic task allocation.

- **Performance Evaluation.** The task allocation obtained from the runtime support system needs to be evaluated for comparison between different runtime support systems and for comparison to the optimal performance. In principle, there are three methods for evaluation: analysis, simulation, and measurement. In this paper, we focus on analysis and simulation. The other method is conceptually possible with our methodology, but is not further explored in this paper (and thus shown with dashed lines).

The main challenge in developing such a methodology lies in the differences in assumptions on workloads and system specifications between different existing runtime systems. We therefore focus on the following principles in our methodology:

- **Simplicity.** We do not want to make more assumptions than necessary. There are numerous details and special cases that could be considered in the evaluation process. In the current state of research on runtime support for network processors, a lot of fundamental questions about task allocation, dynamic remapping, etc. are not yet fully explored. We believe it more important to address these high-order issues before refining the methodology to consider less important special cases at the cost of generality.

- **Supports All Types of Evaluation.** As shown in Figure 1, runtime systems can be evaluated via analysis, simulation, and measurement. While we only pursue analytical evaluation and simulation in this paper, we have designed the methodology in such a way that it can also be used in the context of measurement. For example, system performance data such as throughput, average queue length, and average packet delay could be measured on a prototype system.

Fig. 1. Components of Evaluation Methodology and Their Interactions.
However, to explore fundamental design choices, analysis and simulation are more suitable.

- **Supports Hypothetical Scenarios.** Currently, there is no benchmark for NP runtime system. It is therefore important that a thorough evaluation methodology consider a broad range of scenarios, both existing (e.g., realistic network traffic) and hypothetical (e.g., extreme scenarios that may occur in the future).

In the following sections, we present the evaluation methodology that considers the above goals. First, we present a model to describe the workload and the system. Second, we show how to apply a queuing network model to estimate the performance of a particular configuration under different traffic scenarios. Then, we show results from a comparison of two specific runtime support systems that have been published previously by two different research groups. Finally, we use OPNET simulation to validate the result of the analytical queuing network models and explore the tradeoffs of these two different evaluation methods.

### IV. WORKLOAD MODEL

The workload of a network processor system can be divided into two categories. First, there is processing workload. In most NP systems these components are not one single monolithic piece of software, but a collection of smaller “applications” (e.g., packet classification, IP forwarding, intrusion detection, etc.). Second, there is network traffic that exercises the network processor system. Depending on the constitution of traffic, different applications or as small as individual RISC instructions. The combination of all applications present in the NP system is represented by a workload graph $W = (T, R)$ with vertices $T$, representing tasks, and edges $R$, representing transition probability. Each task $t \in T$ corresponds to a set of processing instructions. We do not make any assumption about the granularity of these tasks – they may be as complex as entire network processing applications or as small as individual RISC instructions. The transition probability $r_{ij}$ between two tasks $t_i$ and $t_j$ gives the probability that task $t_j$ follows task $t_i$ in the execution of a particular packet.

While $R$ determines the mix of the processing workload, it does not specify the packet rate that is injected into the system. We use $\Lambda$ to represent that rate measured in packets per second.

#### A. Applications

The combination of all applications present in the NP system is represented by a workload graph $W = (T, R)$ with vertices $T$, representing tasks, and edges $R$, representing transition probability. Each task $t \in T$ corresponds to a set of processing instructions. We do not make any assumption about the granularity of these tasks – they may be as complex as entire network processing applications or as small as individual RISC instructions. The transition probability $r_{ij}$ between two tasks $t_i$ and $t_j$ gives the probability that task $t_j$ follows task $t_i$ in the execution of a particular packet.

While $R$ determines the mix of the processing workload, it does not specify the packet rate that is injected into the system. We use $\Lambda$ to represent that rate measured in packets per second.

#### B. Traffic

To introduce dynamic changes to the workload, we permit the edge matrix $R$ and the system packet arrival rate $\Lambda$ to change over time. We use the superscript $t$ (i.e., $R^t, \Lambda^t$) to denote the state of $R$ and $\Lambda$ during the interval $[t, t + \Delta)$, where $\Delta$ is the duration of the interval. Note that the set of tasks, $T$, does not change over time. However, selected tasks can be activated and deactivated by adjusting $R^t$, which controls the amount of traffic that is sent to a given task.

#### C. Synthetic Traffic

It is important to obtain realistic values for the traffic characterization $R^t$ as it defines how frequently different applications are used and how they are “chained together” when packets require multiple processing steps. As we show below, this information can be extracted from packet traces collected for network measurements. But as we have argued above, it is also important to generate scenarios that are different from today’s network traffic and illustrate requirements of next-generation networks. That leads to the need for generating “synthetic” traffic scenarios.

How to generate network traffic that has realistic properties has been explored extensively in the network simulation community. Our goals are somewhat simple since we do not need to generate network traffic with all levels of detail (e.g., correct source-destination pairs, IP addresses, and flow sizes as in [17], [25]). Instead, we just need to generate scenarios that determine realistic values for $R^t$ (i.e., the proportions of packets that traverse different paths in the graph) and $\Lambda^t$ (i.e., the packet rate injected into the system).

We base the generation of a synthetic traffic trace on Holt-Winter forecasting as applied to networking in [5]. Holt-Winter forecasting decomposes a time series into three time-variant components: a baseline $a(t)$, a linear trend $b(t)$, and a seasonal trend $c(t)$. The prediction of the next element $\hat{x}(t+1)$ is

$$\hat{x}(t+1) = a(t) + b(t) + c(t+1 - m),$$

where $m$ is the period of the seasonal cycle. The parameters of the estimation are computed using exponential smoothing:

$$a(t) = \alpha (x(t) - c(t-m)) + (1-\alpha)(a(t-1) + b(t-1))$$

$$b(t) = \beta (a(t) - a(t-1)) + (1-\beta)b(t-1)$$

$$c(t) = \gamma (x(t) - a(t)) + (1-\gamma)c(t-m)$$

where $\alpha$, $\beta$, and $\gamma$ are smoothing parameters for baseline, trend, and seasonal components ($0<\alpha, \beta, \gamma<1$). Note that $x(t)$ can represent number of packets or number of bytes depending on what is more suitable. In this paper, we assume $x(t)$ represents the number of packets in intervals $[t, t+1)$. Also, we assume $x(t) \geq 0$ without explicit notation.

By applying the concepts of Holt-Winter forecasting for generation, we can obtain a traffic sequence:

$$x(t) = a + b \cdot t + c \cdot S(t \mod m) + N(\sigma),$$

where $a$, $b$, $c$, and $m$ are static Holt-Winter parameters for baseline, the linear trend, and amplitude and period of the seasonal trend, respectively. Since Holt-Winter forecasting does not specify the “shape” of the seasonal trend, we introduce $S : [0, m) \rightarrow [-1, 1]$, which allows the specification of any type of function. The shape function should be normalized to produce values in the range $[-1, 1]$ with zero mean to allow the specification of the amplitude by parameter $c$. Randomness in the traffic is achieved by the “noise” function $N$, which has a mean of zero and is

### TABLE I

**Traffic Scenarios for Workload Characterization.**

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$m$</th>
<th>$c_X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>any</td>
<td>0</td>
<td>0</td>
<td>n/a</td>
<td>0</td>
</tr>
<tr>
<td>Low variation</td>
<td>any</td>
<td>0</td>
<td>small</td>
<td>large</td>
<td>small</td>
</tr>
<tr>
<td>High variation</td>
<td>any</td>
<td>0</td>
<td>large</td>
<td>small</td>
<td>large</td>
</tr>
<tr>
<td>Transition</td>
<td>$a_1$ large $b_1 &lt; 0$</td>
<td>any</td>
<td>any</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td></td>
<td>$a_2$ small $b_2 &gt; 0$</td>
<td>any</td>
<td>any</td>
<td>any</td>
<td>any</td>
</tr>
</tbody>
</table>
parameterized by the standard deviation $\sigma$. The distribution of $N$ can be chosen arbitrarily and scaled appropriately with parameter $\sigma$.

We can use $n$ generations functions $x_1(t) \ldots x_n(t)$ to describe $n$ different classes of traffic, each with its own set of parameters $(a_i, b_i, c_i, m_i, S_i, \sigma_i)$. The total traffic $\lambda^t$ is simply the sum of all classes: $\lambda^t = \sum_{i=1}^{n} x_i(t)$. Given that $S$ and $N$ have zero mean, the expected rate at a given point in time $t$ can be estimated by the baseline and linear parameters: $E[x(t)] = (\sum_{i=1}^{n} a_i) + (\sum_{i=1}^{n} b_i) \cdot t$.

The set of parameters $(a_i, b_i, c_i, m_i, S_i, \sigma_i)$ for each class of traffic gives us a large number of possible configurations. To ease the generation of traffic scenarios, we can make the following simplifications:

- **Identical Shape Functions.** While we allow different periods $m_i$ for seasonal trends, we may simplify that all traffic classes follow the same seasonal shape $S = S_1 = \ldots = S_n$ (e.g., sinusoidal or step function).

- **Noise Proportional to Baseline.** The parameter for the standard deviation $\sigma_i$ determines how much randomness is superimposed on the traffic. In many cases, we expect that traffic classes with a small baseline have a variation that is also small (i.e., proportional to the baseline). Thus, we can use a single parameter $c_X$, the coefficient of variation, to determine $\sigma_i = c_X \cdot a_i$. Note that $c_X$ should not be confused with $c_i$. In cases where there is a significant linear component (i.e., large $b_i$), it may be more suitable to choose $\sigma_i$ to be time-variant: $\sigma_i(t) = c_X \cdot (a_i + b_i \cdot t)$.

When generating workloads, we can create a number of different scenarios that are commonly observed in networking. The parameters for these scenarios are summarized in Table I. We assume that the simplifications discussed above with a sinusoidal shape function $S$ and the use of the coefficient of variation $c_X$ to compute $\sigma_i$. The static scenario only requires parameters for the baseline $a_1$ (the period can take any value since $c_1 = 0$). For low variation, a small seasonal parameter with a long period and a small coefficient of variation is chosen. Accordingly, high variation is achieved with a large seasonal parameter with a short period and a large coefficient of variation.

### D. Example Workload

In this section, we present an example of a workload with different real and synthetic traffic scenarios. The workload graph for one traffic scenario is shown in Figure 2. There are five different packet processing tasks: packet classification, IP forwarding, intrusion detection, IPsec encryption, and IPsec decryption. The black arrows indicate the edges of the $W$ with values that we have obtained from the first second of the measured traffic shown in Figure 3(e).

The colored arrows in Figure 2 show the paths that different packets take (i.e., the set of applications that are traversed when different packets get handled by the network processor). In our example, we consider four paths that correspond to the following four types of traffic:

- **Path 1**: packet classification and forwarding is the default handling of packet.
- **Path 2**: packet classification, intrusion detection, and forwarding is a scenario where incoming packets on an edge router are scanned for malware.
- **Path 3**: packet classification, IPsec encryption, and forwarding is a scenario where some outgoing packets are tunneled via a VPN.
- **Path 4**: packet classification, IPsec decryption, intrusion detection, and forwarding is a scenario where incoming VPN packets are decrypted and scanned for malware.

The weight of the edges in the workload graph change as network traffic changes. Different traffic scenarios are shown in Figure 3 as stacked bar graphs. Packets that traverse the network processor on different paths are shown with the same colors as the paths in Figure 2. Figures 3(a)–(d) show instances of the four synthetically generated workloads discussed in Table I.
Figures 3(e) shows the traffic of a LAN trace. All traffic scenarios are adjusted to have the same long-term average packet rate.

V. RUNTIME SYSTEM MODEL

It is very difficult to create an accurate model for a network processor system. Many network processors contain specialized components to accelerate common functions (e.g., hash computation, crypto-processing), I/O components to access network interfaces and memory, and different types of internal interconnects for communication between processors or other system units. As we have discussed above, our work aims at obtaining a general understanding of tradeoffs between different runtime systems. It is therefore inherently necessary to generalize the network processor system model to a level that allows a comparison of different implementations.

A. Network Processor Model

In this paper, we represent the network processor system as a queuing network [4]. Queuing networks are queuing systems that consist of processing elements (“servers”) and queues and allow feedback loops and different classes of traffic. Queuing networks exhibit the following properties that make them particularly suitable for obtaining the performance evaluation results that we are interested in:

- **Generality.** A queuing network can represent a wide range of system configurations as we show in Section VII.
- **Suitable for Analytical Evaluation.** Very few system abstractions lend themselves for easy analytical evaluation. Queuing networks have been used extensively for analytical evaluation and are easy to simulate.
- **Representativeness.** Many network processor systems actually implement their processing tasks in form of processing steps that are interconnected with queues. For example, on the Intel IXP family of processors, scratch memory is used to queue packets between processing tasks.

We use the following notation: The network processor system is modeled by a graph $S = (P, Q)$ with vertices $P$ (“processors”) and edges $Q$ (“queues”). The size of the queue that connects processors $p_i$ and $p_j$ is given by $q_{ij}$. If $q_{ij} = 0$, no queue exists between the processors. In our queuing network model, we can support different classes of packets (e.g., packets that traverse different paths in Figure 2). If packets from these different classes are queued in independent queues, $Q$ can be replicated for each of the $n$ classes: $Q^c$, where $c \in \{1, \ldots, n\}$.

In addition to the structure of the queuing network, it is necessary to specify the “service time” that a packet experiences when being handled by a processor. Therefore, we define the execution time of a task $t_i$ on a processor $p_j$ as $D(t_i, p_j)$ (“delay”). Since processing is data dependent and thus can vary, we assume $D$ to be a random variable with cumulative distribution function of $F_{D(t_i,p_j)}(x) = P[D \leq x]$ and probability density function $f_{D(t_i,p_j)}(x) = dF_{D(t_i,p_j)}(x)/dx$.

This delay model is a very simple approximation of the processing cost on a real system, but can be derived easily [22]. Several aspects of real NP systems are not considered (e.g., memory accesses and multithreading). Some of these aspects can be approximated in the model. For example, $f_{D(t_i,p_j)}(x)$ can be adjusted for different memory configurations and load levels. Integrating existing NP performance models [28] [29] or simulation-based approaches [12] with our queuing model can also be considered in the future.

B. Runtime Mapping

The main purpose of a runtime support system is to determine what part of the workload $W_t$ is to be handled by what processing resources of the system $S$. We refer to this allocation process as “mapping.” The details of how and when this mapping process is performed is the main characteristic of a runtime support system and therefore the focus of our study. It should be noted that there are several second-order issues (e.g., placement of data in memories) that also need to be handled during runtime. However, these are usually strongly influenced by the decision where to place the processing tasks. We therefore focus on the mapping of tasks to processors.

The mapping function $M$ places tasks $T$ onto processing elements $P$. This relationship is dependent on the workload at time $t$ and thus:

$$M^t : T^t \rightarrow P.$$  \hfill (6)

An allocation of tasks to processing elements causes packets to be sent between processors. The parameter $\lambda^{c,t}_{i,j}$ specifies the rate of class $c$ ($1 \leq c \leq n$) packets sent into queue $Q_{i,j}$ at time $t$. We can determine $\lambda^{c,t}_{i,j}$ based on the rate of traffic into the system $\Lambda^t, workload W^t$, and mapping $M^t$.

C. Example Runtime Systems

To illustrate the system model and runtime mapping process, we introduce three different mapping algorithms. These will be evaluated and compared in Section VII. The first algorithm is the ideal baseline case, which is not practical to implement. The second and third algorithm are runtime support systems that have been published by two different research groups. These systems are illustrated in Figure 4 (processors are represented as circles showing the processing delay distributions of allocated tasks).

1) Runtime System I: Ideal Allocation: This system assumes that all processors in the system can process all packets completely. The assumption that all applications are mapped to all processors is unrealistic for a real network processor system due to limitations in instruction store. However, it provides a baseline for the best possible performance that could be achieved in terms of packet delay, load balancing, and maximum data rate that can be sustained by the system. Actual runtime systems will perform less efficiently since task allocation may not match the exact current workload.

The ideal system is illustrated in Figure 4(a) In the case of the ideal system, all processor can process all types of packets. Thus, all packets are sent to the same queue, processed by any available processor, and then sent out of the system.

2) Runtime System II: Full Processor Allocation: This system is based on the runtime support system proposed by Kokku et al. [16]. The main idea of this approach is to allocate entire tasks to subsets of processors. During runtime, the number of processors allocated to each task is adapted. The decision to adjust the allocation is based on the queue length of packets waiting to be processed. The algorithm also attempts to use as few processors as possible to reduce the power consumption of the network processor.

The queuing network that corresponds to this runtime system is illustrated in Figure 4(b). We assume a processor allocation
granularity where each processor can only be assigned to process one type of task. The feedback from back to front is necessary to allow packets to traverse multiple processing steps as illustrated in Figure 2. Dispatcher nodes are used to direct packet flows accordingly.

3) Runtime System III: Partitioned Application Allocation: This system is based on the task allocation algorithm proposed by Wolf et al. [30]. In this scenario, tasks can be partitioned across multiple processors. The system is configured as a synchronous pipeline where packets move across stages in synchronously. The mapping algorithm attempts to balance processing allocations across all processor to reduce overhead. The mapping is adjusted at regular intervals to adapt to changes in traffic.

This queuing system is shown in Figure 4(c). Each processor may have portions of different processing tasks installed and thus needs multiple queues for different classes of packets. Processing delay distributions in the same color and shape indicate that they are part of the same processing task. The feedback is necessary for packets that traverse multiple processing steps.

VI. ANALYTICAL EVALUATION

In the previous section, we have shown how to represent a runtime system as a queuing network where the workload \( W^t \) and mapping \( M^t \) get adapted over time. As shown in Figure 1, there are different approaches to evaluation this system model. In this section, we present the basis of our analytical evaluation, which is used to derive the results shown in Section VII.

A. M/M/m–FCFS Model

We use the result of Baskett, Chandy, Muntz, and Palacios [3] (BCMP) to analyze the queuing network in our model. These BCMP networks may include several job classes, different queuing strategies, and service times with general distributions. The networks can be open, closed, or mixed. The assumptions for BCMP networks lead to four node types (using Kendall's notation): Type-1: \(-/M/m–FCFS\), Type-2: \(-/G/1–PS\), Type-3: \(-/G/\infty\) (IS), Type-4: \(-/G/1–LCFS\) PR. The arrival process is assumed to be one or multiple overlapping Poisson arrival streams.

The differences between these four node types lie in the queuing discipline and service time distribution. The queuing disciplines are First-Come-First-Serve (FCFS) for Type-1, Processor Sharing (PS) for Type-2, Infinite Server (IS) for Type-3, and Preemptive Resume (PR) for Type-4. The service time distribution for Type-1 is an exponential distribution and a general distribution for the other types. We have chosen Type-1 nodes for our analysis since network processors typically use FCFS queues between processing resources. An exponentially distributed service time for this node type is a reasonable assumption for analytical modeling.

For determining the equilibrium state probabilities, it has been shown that BCMP networks have product-form solution [3]. The steady-state probabilities \( \pi \) for states \( s \) have the following form:

\[
\pi(s_1, \ldots, s_N) = \frac{1}{G(K)} d(s) \prod_{i=1}^{N} \pi_i(s_i),
\]

where \( K \) is the number of jobs, \( G(K) \) is a normalization constant, \( d(s) \) is the product of arrival rates, and \( \pi_i(s_i) \) is a function that depends on the type of nodes used in the BCMP queuing network. For the special case of an open BCMP network where arrival and processing rates are load independent, we can simplify the steady state probabilities:

\[
\pi(k_1, \ldots, k_N) = \prod_{i=1}^{N} \pi_i(k_i),
\]

where \( \pi_i(k_i) = (1 - \rho_i)^{k_i}, k_i = \sum_{r=1}^{C} k_{ir}, \rho_i = \sum_{r=1}^{C} \rho_{ir}, \rho_{ir} = \Lambda r \pi_i \) (Type-1, \( m_i = 1 \)), and \( K_{ir} = \frac{\rho_{ir}}{1 - \rho_{ir}} \). Details on these parameters can be found in [3] and [4] (with slightly different notation).

B. Performance Metrics

In our analysis, we focus on the following performance metrics, which are key indicators of the performance of a runtime system:

- **Processor Utilization \( \rho \)**. This metric is defined as the fraction of time that the processor is busy. Processor utilization indicates the efficiency at which the system operates.
- **Packets in System \( K \)**. This metric indicates how much the queues and processors are utilized in the system. A large value indicates that many packets are queued and that packets experience a large delay when traversing the system.

To obtain these metrics, from the above equations, we adapt the BCMP queuing network as follows:

For the Ideal Allocation system, we assume all the processing resources are identical and can process all types of traffic. Thus, the queuing network reduces to an M/G/m single server model, which we can easily evaluate.

For the Full Processor Allocation system and the Partitioned Application Allocation, we use the BCMP network introduced above with Type-1 nodes. In the Full Processor Allocation scenario, each processor can process one type of task with a given processing rate and deviation. In the Partitioned Application
Allocation system, we partition tasks into subtasks and allocate them among different processors. For simplicity, we assume that the service time distribution of each subtask is exponentially distributed (based on the number of instructions executed). Analyzing a system with subtasks from different tasks on the same processor is not easily possible with BCMP Type-1 network as they require all packet classes use the same service time distribution on a node. Therefore, we replicate each processor multiple times and reallocate subtasks such that only consecutive subtasks from a single task share a replicated processor. To obtain correct performance results, the parameter of the exponential distribution is adjusted such that the mean matches the delay that would have been encountered on the original system without replicas. This process allows us to analyze the performance of the system using the BCMP queuing network.

VII. Evaluation

Using the analytical queuing models described above, we first evaluate the performance of the two runtime systems and the ideal case described in Section V. Then, we compare and validate the analytical results against simulation results.

A. Setup

We use the following setup to evaluate the runtime systems:

- **System**: 16 processing engines, similar to an Intel IXP2800 network processor. The processing performance of each processor is assumed to be 100MIPS (corresponding to a 600MHz processor with CPI=6 due to memory access delay and other hazards). The queue lengths are assumed to be infinite to see the impact of queuing when observing the K metric.

- **Workload**: Applications are chosen as shown in Figure 2 and traffic scenarios are chosen according to Figure 3. The length of each trace scenario is 3026 seconds. To scale the overall data rate for some experiments, packet rates are scaled accordingly.

- **Other Assumptions**: The partitioned applications for Runtime System III are split into 7–15 subtasks.

B. Analytical Results

The results presented here are a representative subset of all experiments that we have performed. First, we illustrate the importance of runtime systems by exploring the performance of a static allocation mechanism. Then we show the behavior of runtime systems over time. Finally, we compare the performance of different runtime systems as data rates increase towards the maximum that a system can sustain.

1) Static Mapping: Figure 5 shows the processing demands that are encountered in the measured traffic trace. The packet rate for each application is multiplied by the average number of instructions that are executed, which is directly proportional to processing time. The left y-axis shows the demand for instructions over time as a stacked bar graph.

Assuming a static allocation (i.e., there are enough processing resources allocated to handle the worst case demand for each application), processing resources capable of processing 125.1 million instructions per second are necessary. Since this allocation assumes the worst case, most of the time the system is underutilized (as shown in Figure 5). A utilization of 100% may even be reached if worst case demands of different applications do not coincide.

These results show that it is indeed important to adapt processing configurations during runtime to make full use of the available hardware (or to achieve comparable data rates with fewer processors). Especially with an increasing number of different services and applications on network processors this adaptation will become more important.

2) Performance over Time: To illustrate the behavior of a runtime system, it is easiest to consider the case of the Full Processor Allocation system. Figure 6 shows the total number of processors that are allocated over time. Note that this is different from the utilization that is achieved for a given allocation. Depending on the processing demand (see Figure 5), the allocation spikes during high-demand periods. As the demand decreases, processors are not utilized anymore. The allocation among different packet classes also changes accordingly (not shown). For the Ideal system and the Partitioned Application system all processors are in use at all times, but are only partially utilized.

This difference in utilization can be seen in Figure 7, where average utilization of the processors is shown over time. In the Partitioned Application Allocation case, applications are reallocated at fixed intervals (as proposed in [30]) of 1 second and the granularity at which traffic demands are estimated is 1%. As the figure shows, the Full Processor Allocation shows a higher utilization on the processors that are allocated to processing. The Ideal system achieves the lowest utilization because all processors...
are utilized and the allocation allows all processor to process any type of packet. The Partitioned Application Allocation cannot equal the Ideal case due to overhead of fragmented subtasks.

The effects of the runtime system can also be seen when exploring the number of packets in the system as shown in Figure 8. The higher utilization in Full Processor Allocation causes packets to queue up. Runtime adaptation is triggered when the queue length exceeds a threshold. The average number of packets in the system for Full Processor Allocation increases and decreases with this threshold value. Although Partitioned Application Allocation has a lower processor utilization than the Full Processor Allocation, the potentially unbalanced allocation of subtasks and the associated synchronization overhead increases the number of packets that are present in the system. However, the partitioning of applications into subtasks allows for a finer granularity of processor resource allocation, which in turn leads to less variation in the number of packets in the system. In Figure 8, the standard deviation of number of packets in the system for Full Processor Allocation is 1048.6 compared to 85.4 for Partitioned Application Allocation and 0.9 for Ideal Allocation. Less variation in the number of packets in the system is generally preferable as it leads to less variation in the processing delay and thus less jitter in the network.

3) Impact of Different Traffic: The characteristics of the traffic that is processed by a system has a big impact on the overall queuing behavior. Figure 9 shows a scatter plot of bit rates at 1-second interval of traffic and the observed number of packets in the system for Full Processor Allocation. Different colors indicate data points from different traffic scenarios. The High Variation scenario generates traffic with a wide range of data rates. The adaptation cannot happen infinitely fast, and thus the system may have to queue packets. With higher variation, more packets need to be queued on average than for the Low Variation scenario. The measured scenario is also shown as reference.

4) Performance for Different Data Rates: Finally, we explore the behavior of all three runtime systems for increasing data rates. Figure 10 shows the average number of packets in the system for different data rates. The Ideal system can process packets with negligible delay up to the maximum possible data rate that can be sustained for the given system configuration and workload. The Full Processor Allocation system shows longer queues for some data rates. This occurs when a given allocation is just barely sufficient to process the offered load. When the load increases a bit, an additional processor is allocated and the number of packets in the system drops to nearly zero.

The Partitioned Applications system shows an increasing num-
Partitioned Application Allocation achieves the queuing models shown in Figure 4 based on the OPNET traffic. (2) Sinks that absorb packets and collect statistics using model) or taken from a trace file (to simulate realistic network be chosen to be exponentially distributed (for memoryless source acb = 7 5 Processor Allocation achieves system can sustain. For the scenario shown in Figure 10, Full Processor Allocation achieves 1.41Gbps / 1.77Gbps = 79.6% and Partitioned Application Allocation achieves 1.33Gbps / 1.77Gbps = 75.1%. Of course, these numbers change for different workloads and system configurations.

C. Simulation Results

To validate the analytical models, we present performance results from simulations for each type of runtime system. We also explore the difference and tradeoffs of these two evaluation methods.

1) OPNET Simulation Setup: We use the OPNET simulator to model our queuing networks with three components: (1) Sources that generate packets of constant size (535 bytes – approximately the average packet size in the Internet) using the OPNET simple_source process model. The packet interarrival time can be chosen to be exponentially distributed (for memoryless source model) or taken from a trace file (to simulate realistic network traffic). (2) Sinks that absorb packets and collect statistics using the OPNET sink model. (3) A Queueing Network that implements the queuing models shown in Figure 4 based on the OPNET aeh_fifo.mns processor model (each processor is assumed to process 100MIPS). The service time of each processor can be set to be constant, exponentially distributed (for memoryless service model), or taken from a random variable generation process specified through a probability mass function (for service model based on real processing time measurements). The default queue lengths are simulated to be infinite (within the limits of OPNET).

When simulating each runtime system, we can choose from several combinations of arrival and service distributions:

- **M/M/m Simulation:** Uses exponentially distributed packet interarrival times and processing times. This configuration matches closely to queuing models with memoryless arrival and service distributions.
- **M/G/m Simulation:** Uses exponentially distributed packet interarrival times and realistic processing times. The distribution of packet processing time is obtained by analyzing packets processing traces using PacketBench [22]. The cumulative distribution function for all applications of our workload (see Figure 3(e)) is shown in Figure 11.
- **G/G/m Simulation:** Uses realistic distributions of packet interarrival times and packet processing times. The interarrival times are obtained from a network traffic trace. The packet processing times are obtained as described for the M/G/m simulation above.

For each runtime system, we simulate the configurations that are feasible. The M/M/m simulation matches most closely to our analytical evaluation while the G/G/m simulation reflects a more realistic system configuration.

2) System Performance for Different Data Rates: In Figure 12, we show the simulation results for each of the three runtime systems. Each subfigure shows the analytical results (some of which are shown in Figure 10) and simulation results for one runtime system.

For the Ideal system (Figure 12(a)), we can compare the M/M/m and M/G/m models. As expected, the analytical results on number of packets in the system for both models are practically identical to those obtained from simulation except for very high data rates (and therefore high processor utilization). A difference of up to a factor of 2 can be observed when comparing the results from M/G/m and M/M/m for high bit rates in both analysis and simulation. This difference is due to the general distribution considering the coefficient of variation in addition to the service time mean. This leads to a higher number of packets in the system as the service time distribution shown in Figure 11 has a higher variance than the exponential distribution used in the M/M/m model.

A similar trend can be observed for the Full Processor Allocation system in Figure 12(b). Here, analysis can only provide results for M/M/m. The simulation results for M/M/m and M/G/m track the analytical results closely. Again, M/G/m provides higher (and more accurate) results for the number of packets in the system because of the underlying service time distribution.

The Partitioned Application Allocation system results are shown in Figure 12(c). The simulation results are based on M/M/m (as are the analytical results) and on M/D/m. The M/D/m model is a special case of the M/G/m model with deterministic processing times. This is applicable in this case since in a partitioned application, instruction basic blocks are always executed with constant processing time. This determinism is reflected in the lower number of packets in the system.

We observe that for all three systems, analysis and simulation yield very similar results. The only considerable difference occur for high bit rates and for high processor utilization in the Full Processor Allocation scenario. Nevertheless, analysis can be used to get a good estimate of number of packets in the system.

3) System Performance Over Time: The above simulation results do not consider a G/G/m model with realistic network traffic. In this section we explore simulation results that are based on a real traffic trace (scalled to the appropriate bitrate) and consider the “memory effect” between reallocations of processing resources (i.e., packets that are queued but not yet processed remain in the system). For the Full Processor Allocation system, we set the high/low threshold that triggers reallocation to 10/0 (Simulation 1) and 20/15 for tasks with high processing requirements and 5/3 for tasks with lower processing requirements (Simulation 2). The
The simulation results of packets in system over time using our sample traffic are shown in Figure 13. The simulation results closely track the behavior of the analytical results.

For the Ideal Scenario, the results are practically identical and show that the general arrival time distribution does not yield different results. For Full Processor Allocation, simulation shows a lower number of packets in the system than analysis due to the settings of high/low queue length thresholds, which trigger the allocation of more or less processing resources. For the Partitioned Application Allocation, the simulation provides a slightly lower number of packets in the system due to the use of a deterministic service time distribution in the simulation.

Overall, the simulation results show that our analytical models match closely the operational behavior of network processor runtime systems, even when considering realistic packet arrival and processing time distributions. This indicates that it is possible to use analytical performance analysis when exploring different runtime system design, which is much easier to do than implementing complex simulation setups. It is also possible to use analytical performance modeling within a runtime system to evaluate the current state of the system and make short-term performance predictions.

D. Implications for Runtime System Design

The above results yield several observations and conclusions with regards to runtime system design for network processors:

- Static allocations are not effective under varying traffic conditions. Figure 5 shows that only 20–60% of utilization would be achieved in such a scenario.
- Runtime systems which allocate only some of the processors to conserve power cause longer packet delays due to longer packet queues (see Figure 8). It is also possible to encounter longer delays when the system is not fully utilized (see spikes in Figure 8). It is therefore important to design the trigger mechanism for allocating additional processors to be sensitive enough to avoid that these effects become problems.
- High variation in traffic causes longer packet delays (see Figure 9). This is inherent to all runtime system that allocate some tasks to some subset of processors. Only the Ideal system, where all processors can process all applications, can avoid this problem. It may be desirable to investigate
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Fig. 12. Packets in System over Different Data Rates.
if such an Ideal system can be implemented as it performs well and would be trivial to manage during runtime.

- The analytical result can estimate the trend of the system performance nearly as accurately as simulation. This enables runtime system designers to utilize analytical performance modeling for design-space exploration and runtime performance estimation.

VIII. SUMMARY AND CONCLUSIONS

In summary, this paper presents a methodology for evaluating runtime systems for network processors, we use both analysis and simulation for system performance evaluation. The motivation for this work lies in the need for a standardized evaluation process for runtime systems that are currently being developed. The presented methodology considers the workload of the system in terms of processing characteristics and traffic characteristics. To exercise evaluated system with a wide range of traffic patterns, we present a mechanism for generating synthetic traffic traces for different scenarios. The system model uses a queuing network abstraction to represent different runtime systems and allows for an analytical performance evaluation. We present results that compare two existing runtime systems that have been published in literature using both analysis and simulation method. The results are compared to a static configuration and an ideal system. The results show that runtime adaptation is necessary but causes overhead over an idealized system. Our methodology allows us to quantify this overhead for different workload scenarios. Also, the results show that in most cases analytical results can provide valid performance estimations that are comparable to those obtained from simulation. Therefore, analytical evaluation provides an easy way to estimate system performance trend and compare the performance of different runtime systems. We believe this is an important step towards developing a benchmark for network processor runtime systems.
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