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Abstract—Computer networks are vulnerable to attacks, where the network infrastructure itself is targeted. Emerging router designs, which use software-programmable embedded processors, increase the vulnerability to such attacks. We present the design of a Secure Packet Processing Platform (SPPP) that can protect these router systems. We use an instruction-level monitoring system to detect deviations in processing behavior. If such deviations are detected, a recovery system is invoked to restore the system into an operational state. Our preliminary results show that most attacks can be detected within a single instruction. The system overhead for secure monitoring is limited to a fraction of the overall space, memory, and power budget.
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I. INTRODUCTION

Computer networks, in particular the Internet, are an essential part of the global communication infrastructure. As our society relies increasingly on data networks for business and personal communication, the value of this infrastructure increases and makes it more attractive to potential attackers. Networks have been used for several decades to launch attacks against computer systems (e.g., remote end-system intrusion). More recently, the network itself has become a target for attacks, in which Distributed Denial-of-service (DDoS) attacks have been used to overwhelm Internet access links of target systems (e.g., for the purpose of extortion).

Separately, novel functions are being introduced into networks: ubiquitous network access to personal mobile devices, new network applications and business models, and new protocols for high-performance and secure communication. To support these features, the computer networking community is currently in the process of redesigning the fundamental architecture of the next-generation Internet [1] (with an intended deployment in the coming decade). The redesign of the Internet architecture encompasses many aspects ranging from all-optical transmission to sensor networks, and distributed protocols and applications. Routers, which represent the fundamental building blocks of any network, are the focus of our work.

Routers need to perform packet processing to implement protocols correctly. Traditionally, this processing has been implemented in application-specific integrated circuits (ASIC) for performance reasons. As networks have become more diverse and new protocols have been developed, the fixed functionality of ASICs has been replaced by software-programmable packet processing systems using general-purpose processors. This type of data path programmability is already available in some Internet routers and is expected to be present in a majority of network routers in the near future [2]. These router designs provide more functionality into the network core and thus increase the area of attack.

The vulnerability of network devices is inherent in their functionality. Routers connect links in a network and are thus remotely reachable. For attackers, this reachability translates into an easy path for targeting remote exploits onto an important infrastructure component. Current router systems do not provide security mechanisms at the hardware level and thus are at significant risk for attack. The combination of increased value and more potential vulnerabilities indicates that it is only a question of time until computer network infrastructure becomes a prime target of attack.

In this paper, we present a design that provides fundamental security capabilities in next-generation router systems to protect crucial networking infrastructure. Our main idea is to expand packet processing systems – which are the central components in router systems – to include monitoring subsystems that can verify correct operation. In particular, a monitor can determine when a packet processor deviates from the sequence of operations that is considered correct. Our specific contributions in this paper are:

- The design of a Secure Packet Processing Platform (SPPP), which uses hardware monitors to detect deviation from normal processing behavior at the instruction level.
- The design of a recovery system for the SPPP that can recover a router system in the case problems with packet processing are detected.
- The evaluation of the effectiveness of the system as well as an estimation of the resource overhead for SPPP.

The remainder of the paper is structured as follows. Section II discusses related work. The overall SPPP architecture is introduces in Section III. Performance estimates are presented in Section IV. Section V summarizes and concludes this paper.

II. RELATED WORK

Extensions to the feature set of the original Internet architecture [3] have been proposed in many forms. Many proposed architectures include software processing in the data path of routers, spanning active networks [4], programmable
routers [2], and configurable protocol stacks [5]. In next-
generation networks, where deviations from the current In-
ternet architecture [1] can be considered, a variety of protocol
features and data path services can be implemented in routers
[6], [7]. These services could be implemented on a variety
of platforms ranging from workstation routers [8] to pro-
grammable routers [9] and virtualized router platforms [10].
Most high-performance processing platform use an embedded
multi-processor system-on-chip (MPSoC) at their core, for
example a network processor (Intel IXP2400 [11], EZchip
NP-3 [12], or LSI APP [13]). Several router designs that
use such embedded packet processing platforms have been
demonstrated [14], [15].

Although our work focuses on packet processing platforms,
their vulnerability is certainly not the only security concern
in networks: end-system vulnerabilities have led to large-
scale “bot nets” [16], various types of DoS attacks have been
deployed [17], timing attacks can affect protocol behavior [18],
and protocol vulnerabilities can be exploited [19]. However,
as programmability is increased, the protection of packet
processing becomes an increasingly important concern. So
far, this topic has received little attention. Some aspects of
this problem tie into embedded system security due to the
embedded nature of packet processing platforms.

A wide range of approaches can be used to attack embedded
systems [20]. Ravi et al. describe mechanisms to achieve
physical security by employing tamper resistant designs [21].
Wood et al. consider a networked scenario where systems are
exposed to remote attacks [22]. Embedded systems are also
susceptible to side-channel attacks (e.g., differential power
analysis [23]), although we do not consider this issue in our
work. Gogniat et al. [24] have developed a general, hardware-
based architecture to protect embedded systems against a range
of attacks, although the proposed monitors are not described.

To address general security concerns in packet processing
systems, constrained programming environments have been
proposed [25]. However, next-generation networks require a
fully functional general-purpose programming environment.
In our work, we achieve security by monitoring processors.
Monitoring has been used in the system by Arora et al. [26]
and the IMPRES system [27], but we use a finer granularity of
monitoring. The SAFE-OPS system by Zambreno et al. [28]
uses information that is collected across multiple executed
instructions to determine valid operation. This system can
detect errors and attacks at the end of such a sequence, whereas
our monitor may immediately detect the first instruction that
deviates [29].

The use of model comparison to perform anomaly and
intrusion detection has been used in selected networking
domains (e.g., mobile ad-hoc networks [30]). In our case, the
problem is simpler since our model is derived from a protocol
description or the actual binary of the protocol implementation.
Thus, there is no guess-work on the accuracy of the model; it
is exactly the same as the actual packet processing application.

The majority of previous efforts related to network router
recovery have focused on recovery from hardware faults rather
than network attacks. In Zhou et al. [31], whole packets are
copied from the network router to an attached host processor
memory. If a fault is detected, the router is restarted with
the saved packets. Router state for this system is periodically
checkpointed to facilitate router restart. In Huang et al. [32],
a fault tolerant router structure is presented. Much of the
hardware in the router is replicated to provide an alternate
routing path if a single hardware failure occurs. In Luo and Fan
[33], unused processors in a multicore network processor are
used to provide redundancy. If a specific core fails, processing
is moved to an idle core. Although effective, none of these
approaches address monitoring and recovery from network
attacks that we describe below.

III. SYSTEM ARCHITECTURE

The goal of our work is to design a secure packet processing
platform (SPPP) for next-generation Internet routers. This
SPPP can be embedded on router ports as illustrated in
Figure 1. Before detailing the SPPP architecture, we briefly
discuss the security model for our work.

A. Security Model

For our work, we define a security model that is representa-
tive of the current Internet and what we expect from the next-
generation Internet. Attacks on network routers are motivated
by a number of different goals. The following list illustrates
this point but is not meant to be a complete enumeration of
all possible scenarios:

- Denial of service attack (e.g., disabling links or an en-
tire device, generating overwhelming traffic, configuring
routing loops);
- Modification of stored or monitored data (e.g., tampering
with log files);
- Extraction of secret information (e.g., reading of crypto-
graphy key material); and
- Hijacking of a hardware platform (e.g., reprogramming
of processors to send unsolicited emails).

To illustrate the types of attacks we consider in our work,
we present two specific attack examples. Note that our system
design can defend against a broader range of attacks than these
two, but the vulnerabilities shown are symptomatic of those encountered in router systems.

1) Attack Examples: Two illustrative attack scenarios are

- Processing Attack: In this scenario, an attacker uses the transmission of a data packet that causes the packet processing program to misbehave. The attack could be based on a buffer overflow, where certain data fields can smash the processor stack. In many cases, changes to the stack cause the program to crash. However, it is also possible for an attacker to change the control flow such that malicious code (e.g., contained in the packet) is executed. This type of attack has been used successfully to gain access to end-systems through widely deployed and vulnerable software. One of the most famous examples is the Code Red worm that exploited a vulnerability in a service of the Windows operating system and used it to spread itself around the globe [34], [35]. As routers provide more functionality, it becomes more difficult to formally validate the correct operation of all protocol features in all virtual slices. Thus, it becomes feasible for this type of attack to be widely used by attackers.

- Denial-of-Service Attack: In this scenario, we consider a situation where processing is performed correctly, but the overall router system still behaves incorrectly. One example is the use of a multicast function to (intentionally or accidentally) launch a denial of service attack. It can be envisioned that multicast can be implemented through a loop that iterates over the interfaces to which a packet needs to be forwarded. If this loop does not terminate (e.g., due to an incorrect parameter in the packet or multicast data structure) and continues to duplicate packets, the outgoing links can easily be saturated while the router cannot forward any other packets. Such a problem is particularly damaging in router systems as they are located inside the network and are typically connected via high-bandwidth links. Unlike end-systems, which have very limited uplink connections, a router could easily generate a denial of service attack with many Gigabits per second of traffic.

In our system, the monitoring subsystem is able to detect these attacks and initiate an immediate recovery process that foils the attempt. It is also possible to use I/O monitoring to detect an imbalance of incoming and outgoing packets caused by such an attack.

2) Security Requirements: The above attack scenarios rely on the ability of an attacker to gain remote access to the system and change its behavior (i.e., change in instruction memory) or its data (i.e., change in data memory). It is important to note that in most attack scenarios a modification of behavior is necessary even when modification of or access to data is the ultimate goal of the attack. This leads to two main security requirements, which ensure that the router continues to perform correct protocol processing:

- Benign packets should be processed according to protocol specifications without interference from possible attacks;
- Malicious traffic should be identified as quickly as possible (packets that belong to a connection that causes malicious processing on the SPPP may be discarded)

In addition to these functional requirements, there are several performance requirements: fast detection, accuracy, low overhead, and quick recovery.

3) Attacker Capabilities: The capabilities of an attacker that define the potential attack space include the following:

- An attacker can send arbitrary data and control packets;
- An attacker can modify instruction and data memory through exploits. We do not specify which exploits can be used, but target a solution that can deal with the effects of any such attack;
- An attacker cannot modify the source code or binary of the protocol implementation before it is installed on the router. Thus, the basis of what we define as correct operation cannot be tampered with. However, once the binary is installed on the router, the attacker may change the binary as stated above;
- An attacker cannot physically access the router. Thus, attacks are limited to remote exploits.

While we make some constraining assumptions, we believe the defined attacker capabilities are general and representative of typical network attacks.

B. Secure Packet Processing Platform

Any security mechanism for packet processing needs to consider the following important criteria, which are met by our design:

- Independence: A monitoring subsystem should use independent system resources that overlap as little as possible with the target of a potential attack. In particular, the use of a single embedded processing system for both protocol processing and security-related monitoring is a bad choice. If an intruder can access the protocol processor, then the monitor may be vulnerable to attacks.
- Low Overhead: Embedded packet processing systems require a lightweight security solution that considers the limitations of MPSoCs in terms of additional logic and memory for monitoring.
- Fast Detection and Recovery: A monitoring subsystem should be able to react as quickly as possible to an attack. In particular, attacks that simply change memory state or extract private data may require only a few instructions to cause damage. Therefore, it is important to be able to detect an attack within a few instructions. To maintain the operation of a network router, it is also important to quickly recover from an attack.

The SPPP architecture is shown in Figure 1. The two key components are the monitoring subsystem shown on the right and the recovery subsystem shown on the left. We discuss each subsystem in more detail below. It is important to note that computer networks can be logically divided into two parts: the data plane, where data traffic is handled, and the control plane, where routers exchange control information (e.g., routing
The SPPP focuses on data plane processing since it is the most crucial functionality of a router, but the monitoring concept is equally applicable to control processors. Control processors are typically simple unicycle processors with small numbers of processing tasks and thus they are less challenging than data path network processors. Therefore, we believe that a good solution for data plane processing can also be used to protect the control plane.

C. Monitoring Subsystem

The monitoring system consists of two components: the processing monitor, which is based on our prior work on security in embedded single core systems [29], and the I/O monitor, which is a new component that is designed specifically for network systems.

1) Processing Monitor: The main idea behind our processing monitor, which is illustrated in Figure 2, is to analyze the binary code of a protocol processing implementation and derive an augmented control flow graph. The embedded processor reports on the progress of application processing at run time by sending a stream of information to the monitoring system. The monitoring system compares the stream to the expected behavior of the program as derived from the executable code. If the processor deviates from the set of possible execution paths, it is assumed that an attacker has altered the instruction store or program counter to alter the behavior of the system. In that case, the recovery subsystem restores the processing state stored before a particular packet was processed. Our evaluation of an embedded system benchmark shows that this monitoring technique can detect deviations from expected program behavior within a single instruction while only requiring a small amount of additional logic and memory on the order of one tenth of the size of the protocol processing implementation binary.

It is important to note that this design does not use intrusion detection heuristics, which may be slow and computationally expensive. Instead we use a novel multi-core monitoring platform that can detect deviations from normal protocol processing steps within a few instruction cycles. Such rapid detection is essential for high-speed networks since the processing time for a packet totals just a few microseconds.

2) I/O Monitor: The I/O monitor is designed to track the I/O behavior of the router system. Monitoring takes place at a granularity that is coarser than the per-instruction monitoring of the processing monitor. The I/O monitor correlates the flow of outgoing packets to the flow of incoming packets. By tracking such information, the monitor can determine when conditions occur that are considered unusual from a networking perspective. These conditions may not be detected by the processing monitor since they may be caused by the correct execution of instructions. Examples of such conditions include the dropping of incoming packets that is not due to congestion and the transmission of large numbers of packets that is not triggered by incoming packets (e.g., denial of updates).
The I/O monitor uses information gathered at the I/O interfaces (i.e., not at the processor cores) to infer the correct operation of the router. Possible types of information in the design of the I/O logic are:

- **Count**: The count of outgoing packets is related to the count of incoming packets (over a window) to indicate the general flow of packets. This approach can be extended to account for dropped packets, multicast, and similar special cases.
- **Attribution**: By uniquely marking incoming packets and passing this marking through the system, it is possible to attribute outgoing packets to their “origin.” Such attribution allows the identification of misbehaving processing features (or network slices). Based on this technique, per-flow or per-slice transmission limits can be enforced.
- **Timing**: By recording timing information between incoming and outgoing packets, the system delay can be measured (assuming that packets can be distinguished using attribution). Delay information can be used to identify functional and performance problems.

Based on the information obtained from the I/O monitor, higher-level security problems can be identified and system recovery can be initiated.

### D. Recovery Subsystem

The recovery of the router system after an attack (i.e., deviation from protocol processing) has occurred is an important aspect of a security system. Ideally, an attack should have as little impact as possible to avoid a denial-of-service abuse of the monitoring system. It would seem that recovery in network systems is a simple process because the Internet Protocol inherently does not provide delivery guarantees and thus packet loss is acceptable (and can be dealt with through TCP and similar protocols). However, as more stateful processing features are introduced into the network, we require more effective recovery mechanisms.

To illustrate the importance of recovery, consider an intrusion detection system that scans for a signature of malicious traffic in a stream of packets [36], [37]. For effective detection, it is necessary to consider signatures that are split across multiple packets (see Figure 3). An attacker could hide a split signature by introducing an “attack packet” between the packets. The attack could possibly alter or destroy the detection state that was stored at the end of the first packet. In such a case, the second part of the signature could not be matched successfully and malicious traffic would reach its target. To avoid this and many similar problems, we introduce a recovery mechanism into our Secure Packet Processing Platform.

The recovery mechanism design is based on per-flow checkpointing. In such a system, processing state is preserved at the granularity of packets. The recovery mechanism is based on the following process:

1. When processing a packet, record all memory operations to a shadow memory. This allows for state recovery if processing of subsequent packets causes a processor failure.
2. When the processing of a packet has successfully completed, backup the processor register values to shadow registers and commit shadow memory operations.
3. When the processing of a packet causes a processor failure (as identified by the processing monitor), restore register values from shadow registers and clear (i.e., do not commit) shadow memory operations. This step restores the processing state to values stored before processing was started.

The processor pipeline is flushed at the end of packet processing (successful or not). In the case of processor failure, the packet causing the problem is discarded.

Our design differs from previous checkpointing approaches used by microprocessors [38], [39] by providing checkpointing at a finer granularity (a packet). The lack of caches in network processors simplifies the per-packet backup of critical register and data values. Note that maintaining the state information for checkpointing is not significantly more expensive than maintaining per-flow processing state, which is already necessary to support the level of custom processing that can be expected to be encountered in the next-generation Internet.

### IV. Results

We show results on the monitoring effectiveness for single-core and multi-core systems.

#### A. Monitoring Stream Information

As shown in Figure 2, the monitoring subsystem tracks processing progress via the monitoring stream provided by the processor. In our prior work, we have evaluated different monitoring stream information and their effectiveness for detecting attacks [29]. We briefly provide an overview on the results from this work, which was focused on a single-core implementation, before discussing extensions to multi-core systems.

We consider the following “patterns” as design alternatives for the monitoring information stream:

- **Address Pattern**: The address of an instruction is a unique indicator, but it does not contain any information about the operation that corresponds to the instruction. An attacker can simply replace instructions without being detected.
- **Opcode Pattern**: The opcode pattern tracks the instruction opcode and thus represents a program’s functionality.
TABLE I
PERFORMANCE OF MONITOR TO DETECT BIT FLIP ATTACKS (FROM [29]). THE RESULTS ARE BASED ON 100 SIMULATIONS USING THE GSM APPLICATION.

<table>
<thead>
<tr>
<th>Monitoring pattern</th>
<th>undetected bit flips out of 100 runs</th>
<th>avg. no. of instr. to detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>address</td>
<td>87</td>
<td>49.1</td>
</tr>
<tr>
<td>opcode</td>
<td>60</td>
<td>1.2</td>
</tr>
<tr>
<td>load/store</td>
<td>76</td>
<td>15.8</td>
</tr>
<tr>
<td>control flow</td>
<td>74</td>
<td>23.6</td>
</tr>
<tr>
<td>hash4</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

An attacker would need to replace a program with an identical sequence of opcodes.

- Load/Store Pattern: This pattern tracks memory access operations and their target registers (since target addresses cannot be determined statically). This pattern shows the same vulnerabilities as the opcode pattern.
- Control Flow Pattern: The control flow pattern tracks control flow operations (i.e., branches, calls, returns) and allows the monitor to track any change in the program counter. This pattern exhibits a vulnerability that is similar to an address pattern since there it contains no information about the actual operation of the processor.
- Hashed Pattern: A pattern that we developed in prior work and that addresses the shortcomings of the above patterns is the hashed pattern [29]. In this case, several pieces of information (in our case an instruction address and an instruction word) can be compacted to a smaller hash value. This is particularly useful since opcodes, operands, etc. can consume a lot of memory space. This pattern can be used with different lengths of hash functions. We use the function name hash<sub>n</sub> to indicate that an <sub>n</sub>-bit hash function is used. To circumvent this monitor, an attacker would need to craft an instruction sequence with identical hash values, which is very difficult, especially for larger values of <sub>n</sub>.

The quantitative tradeoffs between these patterns are considered below.

B. Single-Core Monitor

The single-core monitor is the basic building block for monitoring. The main performance considerations are the ability to detect attacks quickly and to do so with low overhead. We use the MiBench benchmark suite [40] to generate workloads that are similar to what can be expected on an SPPP. We employ the SimpleScalar simulator [41] to extract relevant monitoring information and the objdump utility for binary analysis to generate monitoring graphs.

Figure 4 shows the size requirements of different information streams graphs. As a comparison, the size of the application binary is also shown. Most graphs require only in the order of 10% of the size of the application binary and thus do not incur significant overhead.

Table I shows the detection performance of the monitor.

The hash4 pattern can detect all but 6% of the attacks (due to hash collisions, which can be reduced with a larger hash size). The important metric is the number of instructions that are executed until the attack is detected. This delay provides a potential window for the attacker. For the hash4 pattern, the attack can be detected in a single instruction.

These results show that effective attack detection on real applications can be achieved with an overhead of around 10% additional instruction memory and the logic necessary for implementing the comparison monitor.

C. Multi-Core Monitor

When monitoring multiple processor cores in a single system, it is possible to amortize the overhead for storing the monitoring graph among cores that execute the same code.
While packet processing systems typically do not use SIMD processing, they often execute the same code independently on multiple cores [42]. Similar to how share instruction stores are used, shared monitoring graph storage can be employed. To illustrate the effectiveness of such a sharing architecture, Figure 5 shows the overhead for monitoring for varying numbers of cores and distinct tasks. Processors that execute the same task can share the storage used by monitors (but not the comparison logic). It is assumed that task allocations are done independently of each other. The overhead is the per-core overhead relative to a single monitor. As the number of cores increases, more sharing is possible and the overhead decreases. With an increase in task diversity, sharing becomes more difficult and the overhead increases. Nevertheless, the relative overhead in a multi-core architecture with sharing is less than that of a single-core system. Thus, our proposed monitoring system will require relatively less system resources when using highly parallel multi-core packet processors.

V. SUMMARY AND CONCLUSIONS

We have presented a novel approach to addressing security vulnerabilities within the networking infrastructure itself. Our SPPP architecture uses monitoring to detect an attack and a recovery subsystem to limit its impact. Our results show that the proposed architecture can detect attacks and can be implemented efficiently. The system may be deployed in next-generation network testbeds to assess the practical impact of defending network infrastructure.
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