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Abstract—The exchange of topology information is a poten- exchanges between nodes (e.g., link state updates) pro-
tial attack target in mobile ad-hoc networks. To provide an vides a complete view of the network.
intrinsic security mechanism, it is possible to validate topology . Topology information via data plane: Data transmission

advertisements in the control plane against records of the path - .
taken by transmission in the data plane. In this context, we along paths in the MANET can only travel along valid

provide a discussion of different path recording mechanisms. links and thus implicitly reflect topology information.

We evaluate their performance in terms of packet overhead and To validate information that is obtained from one source it

reconstruction complexity. can be verified against information that was obtained froen th

other source. Such validation allows the identification isf d

crepancies, which is the first step in identifying and isafat
Mobile Ad-Hoc Networks (MANETSs) are essential com+malicious nodes and thus achieving a secure communication

munication infrastructure in the Department of Defense&nvironment.

vision Network Centric Warfare [1]. In particular, as paft o In this paper, we address the problem of how record data

the Global Information Grid (GIG), MANETs can serve inpath topology information in an efficient manner. Recording

Warfighter Information Network-Tactical (Win-T) to prowd and exchanging control information in the control plane has

command, control, communications, computers, intelligen been studied extensively in the context of routing protscol

surveillance and reconnaissance (C4ISR) support [2]. but the data plane has received little or no attention. We
A particular interest in this space is the design of MANETexplore several mechanisms for efficiently recording thisri

with intrinsic information assurance properties. The ksyext Mmation and exchange it securely between nodes. The specific

of intrinsic assurance is that security properties areeagtti contributions of this paper are:

by the inherent design of systems and network protocolgrath « A discussion of different path recording techniques that

than by added features on top of insecure networks. Such a are deterministic or probabilistic in nature.

design approach requires a fundamentally different agroa « A quantitative evaluation of the performance tradeoffs

of networking than is common. Conventional protocol design  between these techniques in terms of space and compu-

often assume a cooperative environment, where other nletwor tational requirements.

nodes participate in the protocol implementation with ndima « A discussion on how to provide security in path recording

I. INTRODUCTION

cious intent. Intrinsic assurance requires that such gssons mechanisms.
not be made, and instead all nodes be considered as pdiential The remainder of the paper is organized as follows. Sec-
malicious. tion Il introduces related work. The general process of kopo

With scenarios where other network nodes cannot be trusiggly reconstruction from path records in illustrated in Sec-
by default, it is important to identify what information in ation 1ll. Specific path record data structures are introduce
protocol exchange can be trusted. In our work, we focus @m Section IV. The packet overhead and reconstruction com-
network topology information (i.e., which node can commuputation is quantified in Section V. Section VI summarizes
nicate with which other node). Due to the dynamic nature @hd concludes this paper.

MANETS this information changes during the operation of the
network and thus cannot be predetermined. Typically, theze

two sources of information from which topology information ~ Intrinsic assurance in network designs has been proposed in

can be obtained: the form of “off-by-default” network architectures [3].dtead

%f allowing any node to connect to any other node as proposed

in the original Internet architecture, nodes need to obtain
This material is based upon work under a subcontract #06%%®d by EXpI'C'_t_ permlssmn. Examples Qf such an architecture are

BAE Systems National Security Solutions, Inc. and suppdoiethe Defense capabilities-based networks, which also have been propose

Advanced Research Projects Agency (DARPA) and the SpaceNamdl in the context of military networks [4].

Warfare System Center (SPAWARSYSCEN), San Diego underr@cnNo. . . .
N66001-08-C-2013. Extracting topology information from a network has been

978-1-4244-2677-5/08/$25.00)2008 IEEE discussed in different domains. A commonly used method is

II. RELATED WORK

« Topology information via control plane: Routing messag



network tomography or other inferential network monitgrin
and is based on end-to-end traffic monitoring to uncover
internal network characteristics. Topology reconstarctech-
nigues based on end-to-end delays of multicast traffic are
proposed in [5] to infer the multicast tree.

Tian and Shen also propose an algorithm which determines
the topology of a network based on end-to-end measurements
in [6]. Probe packets are sent from some sources towards
multiple destinations, and each pair of nodes keeps trattkeof
packets received. The nodes on which multiple links corererg
share the information about packet loss or delay of multiple
links. Thus, the correlation of the received informatiom ¢te
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compared and through statistical methods the whole netwadik 1. validation of Control Plane Information with Path Reing in the

tree can be reconstructed.

The use of mobile agents has also been considered as a

solution to the topology discovery problem. A mobile agent
is a controllable program that can move inside a network. F
topology discovery, several mobile agents traverse thearkt
to collect topology information and transmit this infornaat
back to a centralized management station [7].

Our approach to topology reconstruction differs to thesaﬁ
inference approaches insofar that we explicitly recordptt t
that a packet takes through the network. This requires agmar?
in the packet header and packet forwarding routine. In t
context of secure MANETS, this is a reasonable assumpti??f
since their security design requires many other additionfglI
changes. o

e

Ill. TOPOLOGYRECONSTRUCTION VIAPATH RECORDING

We begin our discussion with a general overview of how
topology reconstruction fits into the context of security in
MANETS.

A. Overview

The main concept of how path recording and topology
reconstruction are related to security in MANETS is illaséd
in Figure 1. In the control plane, routing information is
exchanged between nodes. The mobile wireless nature or
MANETSs implies that practically any node could be connected
to any other node at some time. It is therefore difficult to
make inferences on the correctness of topology informatione
that is gained via routing information exchanges. A malisio
node could advertise connectivity to any other node. This
action could be the basis of a black hole attack where traffic
is attracted through routing and then not forwarded in thee
data plane. (In contrast, consider a wired network: Due to
the fixed topology, routers can only advertise connectitaty
their neighboring nodes. Thus, a malicious advertisemént o
false connectivity could be detected immediately.)

To address this problem in MANETS, we present a path
recording mechanism that allows the reconstruction of thee
topology from the point of view of the control plane (see
Figure 1). By recording the nodes and links that a packet
traverses, it is possible to identify what connectivity lisea
exists in the network. This information can then be used to
reconstruct a topology that can be compared to that obtained

Data Plane.

pm the control plane. Validation of both topologies canabe
irst step towards identifying nodes that do not behave as the
are supposed to.

In this paper, we focus on how to record that path that
packet takes and how to reconstruct this information at

receiving end. We explore different data structures for

ath recording and evaluate their space requirements €n th
}pgcket header) and determined the computational cost for
onstructing the topology. In this context, we make the
owing assumptions:

We focus solely on recording the path and reconstructing
this information at the receiver. We do not consider the
issue of how to react to discrepancies between control
plane and data plane information.

We assume that partial topology information is sufficient
for a node to identify some discrepancies. To obtain
a complete view of the network, traffic would need to
traverse all possible links and end up at a single node.
Since this is unlikely to occur, we focus on reconstructing
the path from source to destination from one end-system
to another. It is implied that by repeating this process,
additional paths from different nodes can increase the
amount of topological information available to the re-
ceiver.

We assume that the network is stable at the time scales
considered for path recording. While MANETS are in-
herently dynamic, the duration of reconstructing a path
is short and thus short-term stability can be assumed.

In contrast to topology inferencing techniques used in
related work, we are not limited to observing the network
only from the point of view of an end-system. We assume
we are able to change the data path operations of the
network (i.e., by introducing additional header fields and
computation on forwarding nodes).

While we refer throughout the paper to recording a
“path,” we understand that this work can also be applied
to a network which employs network coding [8]. In
the case of network coding, a mixture of packets is
transmitted and the path becomes a “subgraph” of the
network topology.
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may take advantage of such a feature for malicious purposes.
One of the simplest approaches to abusing path recording is
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structure. To avoid this attack, the path record data stract o
is protected by a cryptographic signature as shown in Figure
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When a node adds its topology information, it also adds its nodes | [= -] [ - "
signature. To avoid problem associated with variablefteng Sampling
. . . dl * * *non-deterministi
headers, we do not simply chain the signatures, but use a - romosteminte
fixed-length aggregate signature as proposed by Bonehiet al. hiIDg)=4 hiDg=4 h(IDJ=2 h(ID9=3 h(D9=4
[9]. When the packet has reached its destination, the node can s M D9 haD79  hADITS  RADITT
hop 1 /,’ \‘\ hop 1 hop 2 hop 3 hop 4

extract the path record and reconstruct the packet’s patingU
the identifiers of all nodes along the path, the receiver can
then verify that the aggregate signature correspondslgstact " ™"
those nodes. This indicates that the path record has not been
tampered with.

If a malicious node attempts to tamper with the path record
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function, then it can be detected:

« Tampering with path record: If the path record is modified
without correctly adjusting the aggregate signature, then
a mismatch can be detected.

« Tampering with signature: If the aggregate signature
is modified, then it does not correspond to the nod&ge explore these metrics in more detail in Section V. First,
represented in the path record, which can be detectedwe describe different data structures that can be used fbr pa

« Omission of record: A node can chose to not record itecording.
information in the path record or signature. In such a case,There are two fundamentally different approaches to record
the node will not show up in the topology recorded bjng path information: deterministic path recording andijaro
the receiver. This behavior can be detected by comparisgilistic path recording. Deterministic approaches retoms
with routing information. the path by keeping all the path information in a packet.

These scenarios show that an attacker cannot introduldee entire path can be reconstructed without error from a

incorrect information into the system. In the worst case, aingle packet. Probabilistic approaches record partidh pa

attacker can deny the path recording feature by constanitijormation in a packet. Reconstruction may be inaccurate

invalidating the header fields. or require multiple packets. Typically, probabilistic metls
use smaller data structure and thus create less overhehd in t
packet header. In our work, Methods I-lll are deterministic

We now turn to the question of how path information can bgyg Methods IV and V are probabilistic.

recorded efficiently. The main concerns in terms of efficjenc Depending on the use of path recording, it may be necessary
are the following two quantitative performance metrics: o record thenodes of the network that were traversed or

« Data structure size: The amount of space needed t@k edges (i.e., links) that were traversed. Where applicable,
storing the path record data structure determines the sige present algorithms for both approaches. All methods are
of the header field necessary for recording. illustrated in Figure 3.

« Reconstruction time: The number of computations nec-
essary for reconstructing the packet path from the pafh Method I: Node Append
record determines the computational overhead on theln this straightforward method, each node on the path
receiver. appends its ID to a variable length header field of the packet.

Fig. 3. Path Recording Methods.

IV. PATH RECORDING DATA STRUCTURES



The procedure is as follows: o Path Reconstruction: When receiving a packet, the
. Data Structure: An initially empty, variable-length se-  recorded nodes/edges are stored. As more and more

guence of node IDs. samples arrive, an unordered list of nodes or an ordered
« Recording Operation: Each node adds its node ID at the list of edges can be obtained.
end of the existing sequence. A key parameter for this method is the number of samples

» Path Reconstruction: The receiver extracts the sequencsi@en in a packet. In the example in Figure 3, two samples are
of node IDs to obtain the ordered list of traversed nodeged. Sampling edges is suitable for recoding network gopdin
and edges. subgraphs.

In the example shown in Figure 3, the packet starts travers-Various improvements to this method have been published
ing the path at node 0, and arrives at node 6 passing througHiterature. It is possible to compress path informatign b
node 2, 5, and 3. When node 2 receives the packet, the vahashing [10] and to probabilistically select which noddgés
in the header field idD,. Node 2 appends its ID (i.e[,D,) record their ID.
next to I Dy. The same procedure is followed in subsequent :
nodes. E. Method V: Bloom Filter

This method can only record a single path, not a subgraphA Bloom filter is a data structure that can efficiently store
that represents a network coding mixture since edges amembership information [11]. To add an element to a Bloom
inferred from the linear sequence of nodes. filter, several hashes of the element are computed. The bits

- at the bit positions provided by the hash functions are set to
B. Mgthod II: Bit Vector ] ) ) ) 1. To test for elements in the Bloom filter, the hashes are
This approach uses a bit vector in which each bit positigfymputed and it is checked if the corresponding bits are set.

represents a node. Th? proc.edurg is as f°||9W33 N When testing for membership information, it is possible to
« Data Structure: A fixed-size bit vector with a position fopbtain false positive answers. The procedure for path dégr
each node/edge initialized to all zeros. is as follows:

« Recording Operation: Each node/edge sets the bit to 1,
that corresponds to its ID in the bit vector. filter) initialized to zero.
« Path Reconstruction: By checking which bits are setin the | Recording Operation: A node sets the bits corresponding
final bit vector, an unordered list of traversed nodes/edges {4 its ID (or the incoming edge’s ID) in the Bloom filter.
is obtained. « Path Reconstruction: All possible node/edge IDs are
This method can provide a path or a network coding tested for membership in the received Bloom filter. To
subgraph if edges are recorded. If nodes are used, no agderin  remove false positives, all possible subsets of nodesgedge
information is maintained. are tested until the aggregate signature matches (see

C. Method I11: Prime Number 1Ds Figure 2).

In this method, each node or edge is assigned a prirﬁé‘ey parameter for the Bloom filter is its size. Larger Bloom
number as an ID. The path record carries the product of Hlférs yield lower false positive rates and thus decrease th
visited nodes/edges. The procedure is as follows: number of required gggre_zgate signature tests. The Blooen filt

« Data Structure: A (sufficiently large) integer initializéeal that records edges is suitable for network coding.

1 V. EVALUATION

« Recording Operation: Each node multiplies the integer i .
with its prime 1D and stores the result as the new integer We evaluate the performance of the five methods described

« Path Reconstruction: The received integer is factorized %Jove in terms of the space requirements and reconstruction
obtain the IDs of nodes/edges involved time. We first discuss the analytic evaluation and then show
. N Qquantitative results for a particular parameter space.
An example of the process is illustrated in Figure 3. Thl% P P P
method can record an arbitrary subgraph and thus is suitapleAnalysis
for network coding.

Data Structure: A fixed length bit vector (i.e., Bloom

In this analysis, we determine the space requirenterand
D. Method IV: Sampling reconstruction timeR, for each method. We use the following

As one of the probabilistic methods, sampling records sorR@rameters:
of the nodes/edges along the path of a packet. With multiples Number of unique nodes in the network:
packets collecting different samples, the path can evéimtua « Number of hops traversed by packét:

be reconstructed. The procedure is as follows: o For Method IV (Sampling), the number of samples taken
. Data Structure: A fixed-length data structure with one or by each packetk.
more p|aces to record node/edge IDs. o For Method V (Bloom filter), the size of the Bloom filter

« Recording Operation: With a certain probability, a node data structurem.
stores its ID (or the ID of the incoming edge) in the dat&hile we obtain the space requirements exactly, we only
structure. determine the order of complexity for the reconstruction.



For Method | (Node-Append), we can easily see that tHanctions are (see [12]):
number of bit required for each ID idog, n]. To reconstruct 1\
the path, we simply need to traverse theDs in the data fp(m, k) = {1— <1 - )

m
structure. Thus, we get . . T . .
' The binomial distribution can give us the probability of
S; = [logan] x b and Ry = O(h). d P 4

obtaining exactly; false positives when checking all nodes
4or edges:

l

For Method Il (Bit Vector), we distinguish between recor o ‘ o
ing nodes and edges. For nodes, a bit vector with one bit per P[j false positives= <h> x fpl x (1= fp)™ 77,
unique node is necessary. To reconstruct the list of notis,

vector nee; St be_traversc(ajd. I-%r hus, Wi c()/)btam there are at most — h false positives). Foy false positives,
1mode =1 N Ry1noge = O(n) there areh + j nodes/edges to choose from and exadtly

For edges, we use a bit vector with a bit for each of thg, ¢orrect, Thus("17) choices need to be tested with the

n x (n — 1) edges in the graph. Thus, ) aggregate signature. Summing over all possible valueg, of
Sitedge =n % (n—1) and Ryyeqge = O(n?). we obtain:

tWherefp has the appropriate parameters ahe= n—h (since

For Method IIl (Prime Number IDs), the space requirements, _ i (“’) x fpi x (1— fp)n’fj « (h +j>
depend on the size of the prime numbers required in the net- iz j h ’
work. Since this depends on the number of nodes, we introdygferen’ — 7 — 1 for nodes andy = n2 — b, for edges. Note

a functiont(n), which provides thex*" smallest prime nuM- ot the reconstruction timeRy, is measured in number of

ber: ¢(n) = {min(z) | m(x) > n}, wheren(z) is the prime gjgnatyre checks rather than simple computational opersti
counting function. To store the product bfprime numbers,

we need[log,[1(n) X ¥(n —1) x --- x ¢b(n — h + 1)]] bits.
Thus, we obtain

S111mode = [loga[th(n) x Y(n —1) x -+ x h(n —h+1)]]. In order to evaluate how close the proposed solutions are
For edges, the number of unique IDs @(n?) since each 0 the theoretical optimum, we derive the lower bound on the
node can be connected to each other node. Thus, the spdtace requirement. While we may not know a practical method
requirement is that obtains the lower bound, we know that such a function
= [log, [¢(n2) % w(n2 —1) x - x 1/)(”2 —h+ 1m_wou|d need to fulfill the following requirement: Every pdssi

SIII,node = i N T
The reconstruction time is the time that it takes to facwaz combination of node/edge IDs should map to a distinct elémen

product WithS ;77 node OF St17.cage bits respectively. We need ip thg jma_ge _set and._the. size of image set should be minimal
to try possibly alln possible IDs for nodes (ana? possible (i-€. injective if not bijective).

IDs for edges). Thus, the reconstruction time is For n nodes andh hops, there arg(}) possible paths
Ritnode = O(n) and Rirredge = (’)(nQ)_ of length h. In addition the number of all possible paths

consisting of 4 or less nodes isy\_, (3). A candidate
For Method IV (Sampling), the space requirement depenfifiction thus should map the set of these combinations t@som
on how many IDs are sampled per packet (paramexer image setY, where |Y| > ZZ=1 (z) Thus, the minimum
Stvinode = k % [logan] and Spy,eage = k % [logy n?] possible size of the lower bound for unordered path recgtdin
The reconstruction time is the expected number of packeds,; ..orderea iS

B. Lower Bound

needed to retrievéy unique samples. With each node/edge b /n
adding its ID with probabilityp = 1/h, we obtain: Sopt unordered = f10g2(z (k:>ﬂ
Inh _ . L k=1
R1vnode = Riv,edge = O Fx 1/hx (1= 1/h)p—1) Similarly, the minimum possible size for ordered reconstru

Note that the reconstruction tim&,, is measured in number tion depends on the number of path permutations. For up to
of packets required rather than computational operations. 7 hops, the minimum Slzesvopt’OTd}eLredy is

For Method V (Bloom Filter), we use parametet to Sopt.ordered = [0go (Y P(n, k)],

. . k=1
determine the size of the data structure. Thus, whereP(n, k) is the number of permutations of lengttfrom
SVJ’LOde = SV7€d!J€ =m. n_choices.

The reconstruction time depends on two factors: (1) the time

it takes to extract nodes/edges from the Bloom filter and (%) Results

the time it takes to remove false positives by checking thé

aggregate signature. To obtain the nodes/edges, all maies  With the above analysis, we explore the quantitative trade-
are simply tested for membership. This requi®$n) or offs between different methods. Figure 4 shows the size
O(nQ) operations respectively. (Since the complexity of eequirements for all deterministic methods and comparesith
signature check dominates the extraction computation, ave @ the respective lower bound (“optimum”). Two lines are
not further consider the overhead to extract nodes and gdgstown, one forh = 4 hops and one foh. = 16 hops. The
The number of false positives in the Bloom filter witthash following observations can be made:
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Method Il (Bit Vector) performs well when recording an 1000 ¢ 1
(unordered) list of nodes. For edges, it does not perform

bii vector (node)
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well. or Q\prime numbers (node) ]
« Method IIl (Prime Number IDs) is near the optimum in .
the limit. | can be used both for an unordered list of nodes 10 b, nodeappend o
or for network coding. 10 100 e (bi‘s)“’f"’ 10000
For probabilistic path recording methods, the data strectu @h=4

size depends on parameters chosen by the user and thus cannot
be shown in graphs.

In terms of reconstruction cost, we show the relationship
between computational requirements for reconstructioauge
the data structure size in Figure 5. The number of nodes is
fixed atn = 96 and the number of hops is again= 4 and
h = 16. We make the following observations:

T T T T

10000 |- / / ]
prime nurmbers (edge)  bit vector (edge)

1000 | b

*/node append

100
bit vector (ndde) prime numbers (node)

reconstruction (number of operations)

Method | (Node Append) performs well due to low space

requirements and easy reconstruction. It is. suitable for 105 pyos P PP
point-to-point paths, but not for network coding. size (bits)
Method 1l (Bit Vector) performs well for the unordered (b) h =16

vector of nodes. For edges, it requires a large size and ) ) L
computational cost, but can provide a Complete netWOE%gdei). Reconstruction Cost vs. Size of Deterministic Meth¢fdr n = 96
subgraph.

Method Il (Prime Number IDs) performs well for larger
numbers of hops since the reconstruction time onlyigure 6 shows the expected number of packets required to
depends on the number of unique nodes. Itis also suitablgtain a complete path record for different valueskofi.e.,

to record arbitrary subgraphs in network coding. the number of samples per packet). As expected, lakger

When considering probabilistic methods, we obtain thelues require fewer packets for reconstruction. For Mettio
results shown in Figures 6 and 7. For Method IV (Sampling)Bloom Filter), Figure 7 shows the number of signature ckeck



TABLE |
RECOMMENDATIONS FORPATH RECORDMETHODS.

[[ Path record requirements [[ Best method [ Size | Reconstruction]]
nodes | unicast unordered: bit vector / ordered: node-appen®6 / 112 bits 96 / 112 ops
.. .. | edges| net coding|| prime number IDs 142 bits 96 ops
Deterministic nodes | unicast node-append 112 bits 112 ops
edges | net coding || prime number IDs 265 bits 9216 ops
Samplin nodes | unicast samples per packédt = 4 28 bits 29.2 packets
piing edges | net coding || samples per packét = 4 56 bits 29.2 packets
Bloom filter nodes | unicast Bloom filter sizem = 512 512 bits | 1.26 sign. checks
edges | net coding || Bloom filter sizem = 512 1024 bits | 4.11 sign. checks
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60
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Fig. 6. Reconstruction Cost (Number of Packets) vs. Size fmding
Method (forn = 96 nodes).
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Fig. 7. Reconstruction Cost (Number of Signature Checks)Size for
Bloom Filter Method (forn = 96 nodes).

for different Bloom filter configurations are considered.elia

the factorial increase in signature checks for increasaigef
positives, the reconstruction cost is very large for sméibign

filters. With a larger Bloom filter, false positives decreasel

only a single check is necessary.

D. Recommendations

To summarize the results of the evaluation of different patk0]
record methods, we provide some general recommendations
on which method to choose in different cases. We assumei g

network withn = 96 nodes and a maximum d&f = 16 hops
(i.e., network coding). Such a configuration is represémgat

12
of the “Lakehurst” scenario that is commonly used in MANE+ ]

evaluations [13].

Table | shows the suggested choices for different paﬂ’g]

recording requirements. For probabilistic methods (Sargpl
and Bloom Filter), the recommendation is not a strict optimu
since there are tradeoffs as shown in Figures 6 and 7.

V1. SUMMARY

The record of the path of a packet through a MANET
can be used to validate control plane routing information.
Such a mechanism can defend against malicious attempts to
disseminating incorrect connectivity information. We lexp
different methods for recording the identifiers of nodes and
links in the network. We consider both deterministic and
probabilistic methods and evaluate their performancerimge
of space requirements and reconstruction cost. Our evatuat
shows the quantitative tradeoffs between these methods.

REFERENCES

Network Centric Warfare, Department of Defense, Washington, DC, Jul.
2001, report to Congress.

Global Information Grid Architectural Vision, Department of Defense,
Washington, DC, Jun. 2007.

H. Ballani, Y. Chawathe, S. Ratnasamy, T. Roscoe, and 8niglr, “Off
by default!” in Proc. of Fourth Workshop on Hot Topics in Networks
(HotNets-1V), College Park, MD, Nov. 2005.

[4] T. Wolf, “A credential-based data path architecture é&surable global
networking,” in Proc. of the 2007 IEEE Conference on Military Com-
munications (MILCOM), Orlando, FL, Oct. 2007.

N. G. Duffield and F. Lo Presti, “Network tomography from nseeed
end-to-end delay covariancd EEE/ACM Transactions on Networking,
vol. 12, no. 6, pp. 978-992, Dec. 2004.

H. Tian and H. Shen, “Multicast-based inference of netwinternal
loss performance,” ifProc. of 7th International Symposium on Parallel
Architectures, Algorithms and Networks (ISPAN 2004), Hong Kong,
China, May 2004, pp. 288-293.

[7] ——, “Mobile agents based topology discovery algorithnmel anod-
elling,” in Proc. of 7th International Symposium on Parallel Architec-
tures, Algorithms and Networks (ISPAN 2004), Hong Kong, China, May
2004, pp. 502-507.

R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Netwoitkfor-
mation flow,” |EEE Transactions on Information Theory, vol. 46, no. 4,
pp. 1204-1216, Jul. 2000.

D. Boneh, C. Gentry, B. Lynn, and H. Shacham, “Aggregate an
verifiably encrypted signatures from bilinear maps,’Rroc. of Inter-
national Conference on the Theory and Applications of Cryptographic
(EUROCRYPT 2003) (Lecture Notes in Computer Science), vol. 2656.
Warsaw, Poland: Springer Verlag, May 2003, pp. 416-432.

A. S. Snoeren, C. Partridge, L. A. Sanchez, C. E. Jon€eB¢trakountio,
S. T. Kent, and W. T. Strayer, “Hash-based IP tracebackpPrioc. of
ACM SIGCOMM 2001, San Diego, CA, Aug. 2001, pp. 3-14.

B. H. Bloom, “Space/time trade-offs in hash coding withoatable
errors,” Communications of the ACM, vol. 13, no. 7, pp. 422—-426, Jul.
1970.

A. Broder and M. Mitzenmacher, “Network applications Bfoom
filters: A survey,” inProc. of the 40th Annual Allerton Conference on
Communication, Control, and Computing, Allerton, IL, Oct. 2002, pp.
636—646.

D. Caprioni and A. Russo, “Small unit operations sitoatawareness
system (SUO-SAS) radio architecture and system field gstsults,”
in Proc. of the 2003 |IEEE Conference on Military Communications
(MILCOM), Monterey, CA, Oct. 2003, pp. 198-203.

(1]
(2]
(3]

(5]

(6]

8l

&l



