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Final Projects

* Any questions?

* Please send slides by Tuesday noon via email
— Or bring it on memory stick or CD (not diskette)

 What | am looking for

— A good idea on how to tackle problem, e.g.:
» Project A: How and where to implement different components
* Project B: How to generate different memory channel loads
* Project C: ldentification of key components of IP forwarding
— Some initial results (important!)
— A good plan on how to get the remaining results
» A prediction on what they will look like
— Any other interesting observation
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Course Summary

* Networks
— Functionality and performance

 Routers

— Packet forwarding
— Processing Engines
— Scalability

* Network Processors
— Architectures and design-tradeoffs
— Commercial NPs
— IXP1200 hardware and software
* Lab Exercises
— Simulators and tools
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Flashbac

e One slide from each lecture...
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What i1s this Course About?

e Course discusses network systems (i.e., routers)
— Functionality of routers
— How to implement them efficiently
— How to expand their functionality for next-generation networks

« This is a broad area — we’ll focus on
— Data-plane (not control plane, routing protocols, ...)
— Packet-based networks (in particular IP networks)
— Concepts of router functions (not how to setup a Cisco system)
— Intel IXP network processor (example of a programmable router)
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Network Protocols

Why are several network protocols necessary?

— Different protocols solve different problems
— Need a mix of functionality depending on e-mail WWW phone . . .

application

 How is interoperability ensured? l TP AT RIP - J
— Common protocol (hourglass model) TCP UDP...
— In the Internet: IP
 What is a protocol suite? 1P
— A coordinated set of protocols
— E.g.. HTTP over TCP over IP over Ethernet P \
 What is a protocol stack?
— The software that implements a layered ( Ca5I5 @eyne Sanek. ... ]

protocol suite i copper fiber radio . .. i
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Packet Processing on Host

« “Conventional Computer System”:
— Single CPU, memory, 1+ 1/O devices, bus interconnect

CPU

MEMORY

bus

<

"

network interfaces and other 1/ devices

)

* Network Interface Card (NIC) used for communication
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System Goals

e “To allow it to run arbitrarily long, a network system must
be designed with limits on all resources and the limits
must be fixed independent of arriving traffic; designs that
violate this principle will not be considered”

 Examples?

* Related statement: “Network systems should be
designed to handle worst case traffic.”

 How is this different from a general workstation?
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Packet Processing Functions

« Basic network system functionality
— Address lookup
— Error detection and correction
— Fragmentation/re-assembly
— Queuing
— Scheduling
— Security
— Traffic measurement/shaping
— Protocol demultiplexing
— Packet classification
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Mutating Binary Search (example:)

Mutating Search Trees Hash Tables
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e
Packet Processing and Interrupts

* Interrupt levels for packet
r INng:
P oce_ss 9 _ _ Applications - lowesd priority
— Highest to device driver
— Lower to protocol processing and
application
— Why? protocol
. : ~—— medium priority
* Requires queues between processing
interrupt levels packel guene
In p between levels | e
— Why?
* Processing in high interrupt device drivers
should be kept brief handling frames st
 What if CPU cannot keep up?
— Livelock

* Only few priority levels supported
NIC, NIC,
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Time Per Packet

« Aggregate packet rate determines time per packet
(on single CPU)

Technology  Time per packet  Time per packet
for small packets for large packets

(inus) (inus)
10Base-T 51.20 1,214.40
100Base-T 5.12 121.44
0OC-3 3.29 78.09
0C-12 0.82 19.52
1000Base-T 0.51 12.14
0C-48 0.21 4.88
0C-192 0.05 1.22
OC-768 0.01 0.31

* Packet processing requires in the order of 100s of
Instructions per packet

« Single CPU router lacks scalability
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i Router Architecture

Inputioutput Switching
ports, fabric

. Line cards

[ Routing processor j
B, | OPeting sysem
[ ) J l
N, s

Management/configurations software
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Banyan Switch

B-input switch

e 8-port:
— Recursive 1 L
extension B P I 001"
) ] 4-input switch
o SE|f-rOUtlng (details shown above)
"010"
— Based on ™ -
SW, "011"
output port — ™ -
label” each .. b
stage can make 100"
Iocql | SW, "101"
decision — [ -
. 4-input switch
— Recursive (details shown above)
. "110"
structure will —™ =
SW, "111"
lead to correct R =
destination
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Operational Blueprint

Example flow trough an L5 switch

Processor

Client port
contraller

s Sanvar port
1

T T controller
m L N\ | =

Chent Switch fabric Server

Phase Il
*In an application layer proxy, the processor remains on the data path to copy

data between the two connections.

*The L5 splices the two TCP connections to get out of the data path.

*TCP splicing requires translating TCP sequence numbers, which is done by
the port controllers to ensure fast layer 5 switching.
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Effect of caching
repairs packets in ARM
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Fig. 10. Effect of caching repairs in ARM and number of receivers that receive
unnecessary repairs (random loss, 1000 nodes, group size 100, degree 4).
All nodes active. No nodes cache fresh data packets. Nodes that cache
repair packets are picked randomly. Source always caches repairs.
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{ Integrated Design Approach

Figure 1. Aclive Node Organizalion
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NodeOS

Active
Application

A
Execution 22
Environmenis

Y

\
se-:unt!.r
Node OS "Y'y see gg;c:;c:nt
policy DB

channels store

Tilman Wolf m 18

University of Massachusetts Amherst




Moore's Law Data
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Processor Hierarchy

 What is a processor hierarchy? Standard CPU (external)
Why would it be used? I
* Processor hierarchy accommodates ) daa T

tasks of different complexity and
different frequency

— Low level of hierarchy: U small amount U
- —_—

Embedded (RISC) Processor

simple, frequent processing of data

— High level of hierarchy:
occasional, complex processing

«  What kind of levels can we find on a data to/from
router? i._pragmmmabie Processors "

— Several levels of data path
processing

— Several levels of control path data data
processing arrives T leaves
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Parallel Architectures

 Workload:

y o f(): a(): h() )
coordination f(); alk; hi)

Parallel: (== wisoim \ = (") )
\’ f): al); hi) /
* Pipelined:

v () y| gl ¥ hi) )
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Agere

Fast Routing
Pattern Switch
Processor Processor
T (FPP) (RSP) T
packets packets sent
arrive to fabric
< configuration bus >
Agere
System
Interface
(ASI)
Tilman Wolf m 22

@
University of Massachusetts Amherst



Alchemy Aul000
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AMCC nP /7510

! \ )

Y Y 1
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Cisco PXF

g MAC classifi
' v v ¥

—— Accounting & ICMF
! v v ¥

g FIB & Netflow
' ¥ 1 ¥

wap—— MPLS classify
't v 1 ¥

g | Access Control
' ¥ 1 ¥

e — CAR routing
! v 1 ¥

reg— MLFPFP
r ¥ 1 ¥

e-—— WRED
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Cognigine RCU

A

'

routing switch fabric connector

g

%

j

;

¥

pointer diction- packet buffers data instr.
file ary registers & scratch memory memory cache
l Y l | | l Y l
source source source source
route route route route
addr dict. pipe-
n:alc:."'_' de- line
’ code ctl.
execut. execut. execut. execut.
™ unit unit unit unit [
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*EZC ip NP-1

TOPparse TOPsearch TOPresolve TOPmodify
—— n -

memory memory memory memory
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IBM PowerNP

external DRAM  from switching

to switching PCI

Jfabric bus and SRAM  fabric
A A A l
indress ingress : egress edress
gata —s= switch 'gg?ﬁl switch |—m gata
store interface interface store
processor processor
r— - - ] __________ l - T 7
| |
I Embedded Processor Complex !
SRAM |™ "'I (EPC) I" ™| traffic
for | | manag.
ingress L - - ———— - = - and
data sched.
ingress ] egress I
physical physical
MAC MAC
multiplexor multiplexor
[ [
A ]
| ' '
packets from packets to egrass
physical devices phvsical devices data store
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Motorola C-Port

switching
SRfM faif-ic SRf.M Pi:‘f+ bus SETJI PRi}M DRf_M
queue 'I'al:;ril: table ‘ * * buffer
mgmt. fe proc lookup pcl Ser. | |prom mgmt.
unit Ll Exec. Processor s

< multiple onboard buses >

AT
I

I | '

||
5

CP-0 CcP-1 CP-2 CP-3 . . CcP-12| [CP-13| |[CP-14| |[CP-15
S S SR 3
|
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connections multiplexed
to physical interfaces
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.
NP Architectures

* Numerous different design goals
— Performance
— Cost
— Functionality
— Programmability

* Numerous different system choices
— Use of parallelism
— Types of memories
— Types of interfaces
— Etc.

« We consider
— Design tradeoffs on high level (qualitative tradeoffs)

— Impact of different configurations on one particular architecture
(quantitative tradeoffs)
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IXP1200
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StrongArm and UE Summary

serial
line

gptional host connaction —-< PCIl bus
SRAM ‘
K IXP1200 chip
SRAM Embedded
SRAM  jeegisl et Access PCl access RISC
processor
(StrongARM)
FLASH . e
multiple, Microengine 1
scratch | [ independent | i :
Memory memory | | internal [ — Microengine 2
Mapped fut—ims . buses
1O v \ Microengine 3

Microengine 4

|

Microengine 5

SDRAM
SDRAM - = access e Microengine 6
1
SDRAM
bus
High-speed I'O bus ———jp= < IX bus
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ALU Operators

Operator Meaning

+ Result is src, + src,

: Result is src, - src,

B-A Result is src, - src,

B Result is src,

~B Result is the bitwise inversion of src,

AND Result is bitwise and of src, and src,

OR Result is bitwise or of src, and src,

XOR Result is bitwise exclusive or of src, and src,

+carry Result is src, + src, + carry from previous operation

~AND Result is bitwise (not src, ) and src,

AND~ Result is bitwise (src, and (not src,)

+|Fsign If the operation two instructions prior to the current
operation caused the sign condition then the
result is src, +src,; otherwise the result is src,

+4 Result is src, +src, with the first 28 bits set to zero

+8 Result is src, +src, with the first 24 bits set to zero

+16 Result is src, +src, with the first 16 bits set to zero
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S
Next Generation NPs

« What market will they be used in?
— Where can NPs make money?

« What should they look like?
— Architectural features?

 What are current bottlenecks?
— Performance limitations
* What features would be nice?
— What functions need hardware support

* What are limitations on scalability?
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The End

e This concludes the journey through the world of network
systems
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S
Thank You!

« Thanks for taking this course.

e Thanks for presenting papers.

« Thanks for doing projects.

« Thanks for participating in class discussions.

| hope you found this course interesting and you learned
about networking concepts and systems in this exciting
area of research.
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