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Introduction

• Network processor architectures have many choices
– Number of processors
– Size of memory
– Type of interconnect
– Co-processors

• How can the optimal configuration be found?
– Need to explore design space

• Simulations are too system-specific and limited
• Analytic performance modeling

– Performance expressed as function of NP configuration and 
workload
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System Components

• Model assumes SOC with:
– Multiple processor cores
– Micro-engines
– Dedicated hardware (co-processors)
– Memory units, caches
– Interconnects
– I/O interfaces

• Very general, matches most NPs
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Analytic Model

• Performance model
– Task (= processing requirements)
– Resources (= NP resources)
– Mapping of tasks to resources
– Traffic (= arrival curves)

• Optimization (= cost function)
– Chip area
– On-chip memory
– Performance

• Other properties
– Delay
– Throughput
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Arrival Curves
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Arrival Curves
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Task Structure
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Task Structure
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Deadlines and Requests
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System Architecture
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Service Curves
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Service Curves
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Resources and Task Mapping
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Task Mapping
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Analysis

• Packets processed independently
• Characteristic chain of tasks for each flow
• Develop scheduling network
• Apply real-time calculus from node to node
• Derive bounds
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Scheduling Network
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Arrival/Service Curve Transformation
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Arrival/Service Curve Transformation
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Delay and Backlog

From: Robert Malaney& Glynn Rogers, CSIRO
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Design Space Exploration
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Results
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Results
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Summary

• Analytic performance model for network processors
• Models traffic, processing, and interconnect
• Service curves give upper and lower bounds

– Might diverge over many steps

• A bit difficult to apply
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Alternative ModelAlternative Model
• Use mean-value analysis
• Compute MIPS for overall system
• Determine cost function (e.g., area)
• Parameterize with realistic workload: CommBench
• Find optimal configuration / explore design space
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NP System ModelNP System Model
• Single Chip 

Multi-processor
• Clusters:

– Processors
– Per-proc cache
– Memory channel

• Processors are 
simple RISC 
cores

• Off-chip router  
functions:
– Queuing
– Packet demux
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Design Parameters (1)Design Parameters (1)
• Parameters that are considered in model:
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Design Parameters (2)Design Parameters (2)

• Develop performance model:
1. Processor utilization 
2. Cache miss rate and memory access time
3. Memory channel utilization
4. Cluster configuration
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Processing PowerProcessing Power
• RISC: one instruction every cycle unless stalled
• Utilization ?p gives fraction of “useful” cycles
• Total processing power:

• If all processors are identical in configuration and 
workload:

• Question: How to determine ?p?
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Processor UtilizationProcessor Utilization
• Cache misses cause processor stalls

– Reduce utilization

• Multithreading hides memory access latencies
• Processor utilization [Agarwal 1992]:

• Utilization decreases with 
– more cache misses (pmiss) 
– longer memory accesses (τmem)
– Fewer threads (t)

• Need to determine τmem and pmiss
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Memory SystemMemory System
• Memory access time has three components:

– Queuing time until request is served
– DRAM access time
– Memory line transmission time

• DRAM access time fixed by technology used.
• Transmission time:

• Queuing time depends on load on memory channel.



Tilman Wolf 31

Queuing ApproximationQueuing Approximation
• Processors in cluster 

generate memory 
requests
– Single server queuing 

system
– Deterministic service time
– Geometrically distributed 

inter-request time

• Approximation with 
waiting time in M/D/1 queue:



Tilman Wolf 32

OnOn--Chip CachesChip Caches
• Miss rate is combination of i-cache and d-cache misses:

• Miss rates of application depend on effective cache size.
• Threads compete for cache => cache pollution
• Cache is effectively split among threads.

– Effective cache size:

• We now have expression for processor utilization.
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Memory and I/O ChannelMemory and I/O Channel
• How many processor can share one memory channel?
• Processor utilization and miss rates gives memory 

bandwidth bwmchl,1 of one processor.
• Number of processors that can share memory channel:

• Bandwidth for I/O channel depends on application:
– Complex applications: little I/O
– Simple applications: more I/O
– Formal definition of “complexity” in paper

• Performance equation complete.
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Chip AreaChip Area
• Summation over all chip components:

• Processor size depends on number of thread contexts:

• Memory channel size depends on channel width:
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Model SummaryModel Summary
• With IPS performance of system and chip area:

– Compute IPS/area

• Necessary parameters:
– Application parameters (load/store freq., cache miss rates, …)
– Technology parameters (processor clock, component sizes, …)

• => Benchmark for application parameters
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CommBenchCommBench
• Network processor benchmark
• Benchmark applications:

– Header-processing applications (HPA)
– Payload-processing applications (PPA)

• Two workloads: 
– A: HPA
– B: PPA

• More details in [Wolf, Franklin 2000].
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Application ParametersApplication Parameters
• Workload 

characteristics 
for model 
evaluation

• Simple 
parameters
– Can easily be 

measured
– Easily 

adaptable to 
other workloads
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Technology ParametersTechnology Parameters
• 0.18 µm CMOS 

technology
• Exact values are 

hard to get from 
industrial sources
– Performance model 

also works with more 
accurate parameters

• Varied parameters:
– Processor clock
– # of threads
– Cache sizes
– Memory channel 

bandwidth and load
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ResultsResults
• Optimal configurations
• Performance trends (take optimal configuration and vary 

parameter)
– Memory channel
– Processor clock and threads
– Caches

• Note: performance metric is MIPS/mm2
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Optimal ConfigurationOptimal Configuration
• Processor:

– 800 MHz
– 2 threads
– ~96% utilization

• Chip configuration:
– 2-3 clusters with 

20-30 processors
– 16-32 kB caches 

(instruction and data)
• Memory channel:

– ~90% load
– 64 bit width

• Off-chip memory:
– 120-140 cycles 

access time
• Area: 

– 140-180 mm2
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Memory ChannelMemory Channel
• Best load ~90%
• Low load:

– Waste of area 
for memory 
channel

• High load:
– Very long 

queue length in 
M/D/1 model

– High memory 
access time
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Processor ClockProcessor Clock
• Practically 

linear growth 
with processor 
clock speed

• Less 
significant with 
more threads
– Less cache 

per thread
– Performance 

limited by off-
chip memory 
access time
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Cache ConfigurationCache Configuration
• Cache size

– Small caches 
cause 
inefficient 
execution

– Large 
caches 
waste space

• Performance 
very sensitive 
to deviations 
from optimum
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SummarySummary
• NP performance model

– Determines processing performance of NP configuration
– Relates processing power to area of system-on-a-chip
– Uses simple workload characteristics and technology 

parameters

• Optimal configuration for given scenario
• Performance trends as “rules of thumb:”

– Cache configuration has big impact on performance
– Two to four thread contexts is optimal
– Higher processor clock rates and memory channel directly 

translate into higher performance

• Model can aid in first-order NP design
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Projects

• Due: 12/10/02
• Turn in:

– Report (about 10 pages)
– Basically conference paper style

• In class:
– 10-12 minute presentation
– Brief repetition of problem
– Focus on results
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Final

• December 16th, 10:30am-12:00pm, MRST 220
• Comprehensive
• Similar to midterm


