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Market Segment Shift
n Delivery of raw BW to value added 

differentiated services.
n Charges are billed on contents rather 

than connection time.
n “best-effort” methods are being replaced 

by SLA
n “IP everywhere”
n Standard interface 



Why we need it?

n The demands on network infra continue 
to evolve and expand (more BW, lower 
latency, higher data rate, increased 
network intelligence): increasing BW is 
not always best solution!

n Network BW are outpacing processor 
speed: need to optimize hardware 
resource usage



Network processor
n programmable chips that integrate the 

functions necessary to transport packets of 
data in a network

n Speed VS Flexibility tradeoff
n Real time processing, store and forward, 

security, switch fabric, IP packet handling
n Solve latency problem by implementing set of  

packet processing functions in hardware and 
off loading the programmable element

n Speed improvement through architecture: 
parallel distributed processing, pipelining



Requirement

n Throughput, Flexibility, Scalability 
n Support value added network service

n Deep packet inspection at prevailing data 
rate

n Minimize deployment time & cost
n Reusing code
n Scalability



Three approaches to NP
n Pure hardware: configurable ASIC

n Best performance, lack of flexibility

n Pure Software: programmable
n Maximize programmability

n Hybrid: programmable ASIC
n Current trend, maximize performance while 

maintaining flexibility
n Routine network function implemented as 

dedicated hardware
n Even more scalable than pure software approach



Core building block for a range of different 
network application



IBM PowerNP family

n PowerNP NP4GX, PowerNP NP4GS3, 
PowerNP NP2G, PowerNP NPe405H

n Programmable processor
n Multiple hardware accelator
n PowerPC control processor
n Allowing software portability and reuse 

with other PowerNP products 



NP4GS3 provides flexibility
n Programming design which allows 

implementors to add function and make 
changes quickly and easily

n Embedded PowerPC provides additional 
design flexibility for network interconnect 
devices

n High capacity DDR DRAM memory allows for  
large output buffering and control store for 
significantly larger forwarding table, traffic 
flow queues at a lower cost   



NP4GS3 provides scalability

n Standalone system supporting up to 40 
10/100 ethernet ports or 4GB ports

n Multiple system complex with up to 64 
NPs joined together providing 
combination of ehernet, GB, OC3, 
OC12, OC48 ports



NP4GS3 achieves high performance

n Picoprocessor, Coprocessor, and HW 
assists: 8 dyadic provide 16 active 
threads and 16 inactive threads(up to 
32 frame processing at once)

n Forwarding/filtering without data copy
n Layer2,3,4 and higher functions
n Support large lookup table  



Functional distribution



Scalability with multiple NP



NP’s major component



Architectural view



Physical MAC multiplexor



Ingress EDS



Switch interface



E-EDS and Shaper



EPC and ePPC



Memory



Memory Usage



User programmable picoprocessors with 
HW assist coprocessors



HW assist coprocessors



The suite of coprocessors



TSE-table search & update



Other HW assist functions



Picoprocessors



EPC high level architecture



NP4GS3 physical layout



Flexibility with programmable NP and CP



Intel IXP family
n 3 new processors designed to meet 

respective market segment (Core & 
Edge-IXP2800, Edge & Access-
IXP2400, CPE-IXP425)

n Key architectural characteristic
n Microengine technology
n Xscale technology
n IXA software portability framework



Microengine technology
n Store and forward architecture
n Highly parallel design
n High speed data plane processing

n Hyper Task Chaining: Single stream packet/cell 
processing problem to be decomposed into 
multiple, sequential tasks.

n Memory register: Fast inter-process 
communication

n Ring buffer: Flexile software pipelining



Micro Engine



Xscale technology
n Integrated application processing in the 

control plane
n Managing and updating data structures 
n Setting up and controlling media and 

switch fabric devices
n Super-pipeline technology: multi stage 

high efficiency processing pipeline 
architecture.



IXA portability famework 
n Easy code development and reuse
n Modular programming model: optimal 

application partitioning across microengines
and threads

n Optimized microengine libraries and tools
n Intel Xscale source code libraries: portability 

between multiple operation environments
n A library of standards-based NPF APIs for 

communication with control plane protocol 
stacks 



Intel IXP 2400
n From OC-12 to OC-48/2.5 Gbps Network Access and 

Edge Applications
n 8 fully programmable multi-threaded microengines for 

packet forwarding and traffic management (600MHZ)
n 5.4biilion operations per second 
n Software pipelining at 2.5Gbps
n Deep packet inspection: 14million enqueue /dequeue 

operation per second



Intel IXP 2400



Intel IXP 2800
n For OC-192/10 Gbps Network Edge and Core 

Applications 
n 16 programmable multi-threaded microengines for 

packet forwarding and traffic management(1.4GHZ)
n 23.1 giga-operations per second 
n Software pipelining at 10Gbps
n Deep packet inspection: 60 million enqueue/dequeue

packet operations per second



Intel IXP 2800


