
NetBench: A Benchmarking Suite for Network Processors

Gokhan Memik William H. Mangione-Smith WendongHu
Department of Electrical Engineering
University of California, Los Angeles

Los Angeles,CA 90095�
memik, billms, wendong� @ee.ucla.edu

Abstract— In this study we intr oduce NetBench, a benchmarking
suite for network processors.NetBenchcontainsa total of 9 applications
that are representative of commercial applications for network proces-
sors. Theseapplications are fr om all levels of packet processing;Small,
low-level codefragments aswell aslargeapplication level programsare
included in the suite.

UsingSimpleScalarsimulator westudy the NetBenchprogramsin de-
tail and characterizethe network processorworkloads. Wealsocompare
key characteristics such as instructions per cycle, instruction distribu-
tion, branch prediction accuracy, and cachebehavior with the programs
fr om MediaBench. Although the aimed architectures are similar for
MediaBench and NetBenchsuites,we show that theseworkloads have
significantly different characteristics. Hencea separatebenchmarking
suite for network processorsis a necessity. Finally, we presentperfor-
mance measurementsfr om Intel IXP1200 Network Processorto show
how NetBenchcanbeutilized.

1. INTRODUCTION
Emerging applicationsin the networking field demandincreas-

ingly highernetwork bandwidths.In addition,new applicationsand
protocolsnot only requirethe network to deliver packets. Instead,
they have requirementssuchasqualityof serviceguarantees,secure
transmissionof dataandintelligent/dynamicrouting andswitching
amongothers.Theseapplicationsrequiresignificantamountof pro-
cessingwhichshouldbesatisfiedby theprocessor. Coupledwith the
highernetwork link speedsthis setof featuresputsa heavy demand
on thenetwork processingelements.

Traditionally, embeddedprocessorsin networksareeithercustom-
designedASIC chips or variationsof general-purposeprocessors.
Both schemeshave their advantagesandshortcomings.ASIC chips
have betterperformance,but they have highermanufacturingcosts
and lack the flexibility of programmableprocessors.If thereis a
changein theprotocolor application,it is hardto reflectthechange
ontothedesign.General-purposeprocessors,on theotherhand,are
not optimizedfor networking applicationsandhencedo notprovide
satisfactoryperformancefor mostof theapplications.Network pro-
cessorseliminatethe drawbacksof general-purposeprocessorsand
ASIC designsby combiningthe flexibility of general-purposepro-
grammableprocessorsandperformanceof ASIC chips.

Soonafter their introduction[10], network processormarket be-
cameoneof thefastestgrowing segmentsof themicroprocessorin-
dustry. Only in the last year, more than40 new vendorshave an-
nouncedtheirnetwork processorarchitectures.Although,thesepro-
cessorsaim at the sameapplicationdomains,they vary widely in
their architecturaldesigns. Hence,thereis a tremendousneedto
evaluatetheperformancesof thesedifferentdesigns.

A designerof a productshouldknow the type of applications,
basedon marketing requirements,for which the processoris opti-
mized. Similarly, customersbenefitfrom benchmarksby selecting
theproductthatgivesthebestperformancefor theapplicationsthey
considerimportant(whenbenchmarksarealignedwith commercial

workloads).In this paper, we createa benchmarkingsuiteby defin-
ing a setof applicationsthat arecommonfor network processors.
This benchmarkingsuite can be usedto evaluateperformanceof
differentnetwork processordesigns.We also investigatingseveral
characteristicsof thesenetworking applicationsto understandtheir
natureandcomparesomecharacteristicsof theseapplicationswith
theapplicationsfrom MediaBench[9]. Finally, wedemonstratehow
NetBenchcanbeutilized by providing a performancemeasurement
of Intel IXP1200Network Processor[6].

Thispaperis organizedasfollows. In thenext section,weprovide
thenecessarybackgroundanddiscusstherelatedwork. In Section3,
we presenttheapplicationsin NetBench.Applicationsin NetBench
are comparedwith the MediaBenchapplicationsin Section4. In
Section5, we presentexperimentalresultsfor Intel IXP1200simu-
lations.Section6 concludesthepaper.

2. RELATED WORK
Network processorsarea classof programmableIC’s basedon

SOC(system-on-a-chip)technologythatimplementcommunication-
specificfunctionsmoreefficiently thangeneral-purposeprocessors.
Crowley, et. al. [4] evaluatedifferentdesignmechanismsfor net-
work processor. They measuretheperformanceof a VLIW-based,a
SMT-based,a fine-grainmultithreadedmultiprocessor, andasingle-
chip multiprocessor.

Benchmarksplayamajorrolein any productdesignprocess.SPEC
[19] benchmarkshave beenwell acceptedandusedby several pro-
cessormanufacturersand researchersto measurethe effectiveness
of their design. Otherfields have popularbenchmarkingsuitesde-
signedfor the specificapplicationdomain: TCP [20] for database
systems,SPLASH[22] for parallelmachinearchitectures.Theneed
for a benchmarkingsuite in the network processorareahasbeen
pointedout by several researchers.Nemirovsky [11] discussesthe
requirementsandchallengesof a benchmarkingsuite for network
processors.He definesa setof metricsto be usedwith any bench-
markingsuiteanddraws theguidelinesfor defininga benchmark.

Therehasalsobeensomeeffort in characterizingthenetwork pro-
cessorapplications. Wolf and Franklin [21] simulatefour packet
headerprocessingapplicationsalongwith four payloadprocessing
applications.

3. NETBENCH PROGRAMS
In this section,we presentthe applicationsin NetBench. Any

benchmarkingsuite shouldbe a representative of the applications
in the domainthe benchmarkis designedfor. This was the most
importantcriterionin our selectionof theapplications.

Network Processorapplicationscontaina large variety of tasks
suchastraditionalrouting andswitchingtasksto muchmorecom-
plicatedapplicationscontainingintelligentroutingandswitchingde-



cisions. Therefore,any benchmarkingsuiteattemptingto represent
the applicationson Network Processorsshouldconsiderall levels
of a networking application.We have categorizedtheselevels into
three:Low or Micro level routinescontainoperationsnearestto the
link or operationsthatarepartof morecomplex tasks;Routinglevel
applicationsare similar to traditional IP level routing and similar
tasks;Application level programs,which have to parsethe packet
headerandsometimesa portionof thepayloadandmake intelligent
decisionsaboutthedestinationof thepacket. Welist theapplications
in NetBenchaccordingto thecategory they belong:

3.1 Micr o-Level Programs
In ourbenchmarkingsuite,we have 2 micro-level programs:

CRC: The CRC-32 checksumcalculatesa checksumbasedon a
cyclic redundancy checkasdescribedin ISO 3309[7]. CRC-32is
usedin EthernetandATM AdaptationLayer 5 (AAL-5) checksum
calculation.Thecodeis availablein thepublic-domain[3].
TL: TL is thetablelookuproutinecommonto all routingprocesses.
We have usedradix-treerouting table which was usedin several
UNIX systems.Thecodesegmentis from FreeBSDoperatingsys-
tem[5].

3.2 IP-Level programs
Theseprogramsmake a decisiondependingon thesourceor des-

tinationIP of thepacket.
Route:RouteimplementsIPv4 routingaccordingto RFC1812[1].
Route implementsthe table lookup along with internetchecksum
(for the header).It makesthenecessarychangesin theheader(for
example,theTime-To-Livevalue),fragmentsthepacket if necessary
andforwardsit. Thecodeis from theFreeBSDoperatingsystem[5].
DRR: Deficit-roundrobin (DRR) scheduling[18] is a scheduling
methodimplementedin several switchestoday. In DRR, all the
connectionsthroughthe routerhave separatequeues.Using these
queues,theroutertries to accomplisha fair schedulingby allowing
sameamountof datato bepassedfrom eachqueue.Theimplemen-
tationis basedon [18].
NAT: Network AddressTranslation(NAT) is a commonmethodfor
IP addresssimplificationandconservation. It operateson a router,
usuallyconnectingtwo networks,andtranslatestheprivate(notglob-
ally unique)addressesin the internalnetwork into legal addresses
beforepacketsareforwardedontotheothernetwork. Hence,for any
departingpacket, the sourceIP on the packet shouldbe changed.
Theprogramaccomplishingthis taskis usingseveral routinesfrom
FreeBSDoperatingsystem[5].
IPCHAINS: IPCHAINS is a firewall applicationthat checksthe IP
sourceof eachof theincomingpacket anddecideseitherto passthe
packet throughthe firewall (accept),to deny the packet (deny), to
modify it (masq),or to rejectthepacket andsendinformationto the
sender(reject).Theimplementationis from RustcorpInc. [17].

3.3 Application-Level Programs
Theseprogramsarethemosttimeconsumingapplicationsin Net-

Benchdueto their processingrequirements.
URL: URL implementstheURL-basedswitching,which is a com-
monly usedcontext-switching mechanism.In URL-basedswitch-
ing, all the incomingpackets to a switch are parsedandswitched
accordingto the URL requestedby it. This increasesthe utility of
specializedserversin aserver farm.Theimplementationis basedon
thedescriptionfrom PMC-Sierra[14].
DH: Diffie-Hellman(DH) is a commonpublic key encryption-de-
cryptionmechanism.It is thesecurityprotocolemployedin several
Virtual PrivateNetworks(VPN’s). Theimplementationis from RSA
DataSecurity, Inc [16].

MD5: MessageDigestalgorithm(MD5) createsa cryptographically
securesignaturefor eachoutgoingpacket, which is checked at the
destination[15]. If thereceivedpacketdoesnotmatchthesignature,
then the receiver will detectit anddiscardthe packet. The imple-
mentationis alsofrom RSADataSecurity, Inc [16].

4. PROGRAM CHARACTERISTICS
In this section,we compareseveral characteristicsof NetBench

applicationswith MediaBench[9] applications.MediaBenchis de-
signedfor multimedia and communicationsystems,which are in
many ways similar to network processors.We have selectedMe-
diaBenchto compareagainstNetBench,dueto this similarity of the
aimedprocessorarchitectures.Althoughprocessorarchitecturesare
similar, weshow thattheapplicationsfor thesearchitecturesaresig-
nificantly different, thus validating the needfor a separatebench-
markingsuitefor network processors.

4.1 Simulation Envir onment
In orderto compareNetBenchandMediaBenchapplications,we

have performedseveral simulationson SimpleScalarsimulator[2].
We simulatea 4-way superscalarprocessorwith 64 KB of direct-
mappedlevel 1 (L1) dataand instructioncachesanda 1 MB uni-
fied level 2 (L2) cachemuchlike in theAlpha 21264[8] processor.
The L1 andL2 cachelatenciesareset to 2 and10 cycles, respec-
tively. Thesimulatedprocessorusesabimodalbranchpredictor[23]
with 2048tableentries. We have simulated9 programsfrom Me-
diaBenchto performthecomparison.Theremainingapplicationsin
MediaBenchareofficedevelopmentprogramsandhenceareleft out.

NetBenchapplicationstake a IP headertraceasinput. We have
usedthe tracesfrom ColumbiaUniversity available in the public
domain[13]. In the experiments,the first 10000packets are read
by theapplication.All theapplicationsusethis traceexceptthedh
program,whichgeneratesandcommunicates20Diffie-Hellmankey
pairsandhencedoesnot needany packet trace. The routing table
sizesfor drr, ipchains,nat,routeandtl is setto 128. Theinput vari-
ablesalongwith theapplicationcodecanbefoundat theNetBench
website[12].

4.2 Experimental Results
In this sectionwe comparetheinstructionlevel parallelism(ILP),

branchpredictionaccuracy, instructiondistributionandcachebehav-
ior of NetBenchapplicationswith MediaBenchapplications.These
arethekey architecturalcharacteristicsof anapplicationandhence
areusedto differentiatebetweendifferentapplicationsets.

4.2.1 InstructionLevelParallelism
The first characteristicwe explore is the instruction level par-

allelism (ILP) measuredin instructionsper cycle (IPC). It is well
known thatthenetworkingapplicationshaveahighdata-level paral-
lelism. However, dependency betweenthe instructionsthatprocess
samedatais not known. We first studythis characteristic.Table1
gives the resultsfor the instructionlevel parallelism. It gives the
instructionspercycle valuesalongwith thetotal numberof instruc-
tionsandcyclesexecuted.TheaverageIPC valueof NetBenchap-
plicationsis ����� �	� higherthantheaverageof MediaBenchapplica-
tions. A statisticalstudyshows thattheNetBenchapplicationshave
a higherIPC valueusinga 
��
� confidenceinterval.

4.2.2 Branch PredictionAccuracy
Thebranchpredictorsimulatedwasexplainedin Section4.1. Ta-

ble 1 summarizestheresults.In average,thepredictorhasa ��� ���	�
betteraddresspredictionaccuracy and �������
� betterdirectionpre-
diction rate for NetBenchapplications. The lower predictionrate



Table 1: Instructions per cycle(IPC) and branch prediction valuesfor the NetBenchand MediaBenchapplications. IPC measures
instruction level parallelism (ILP). IPC value is high when the dependencyof the instructions within a program is low. Avg. is the
arithmetic mean.
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Table 2: Percentageof instructions executedfr om eachinstruction category for NetBenchand MediaBench applications. The ab-
breviations are: LD/ST for load and store instructions, Jump for unconditional jump instructions, Branch for conditional branch
operations,Add for addition instructions, Sub for subtraction operations,Log. for bitwise logical operations,and Arit. is for arith-
metic shift operationslik eshift left logical.
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coupledwith having morefrequentbranchesaswe will studyin the
next subsectioncausesthelower IPCvaluesfor theMediaBenchap-
plicationsobservedin Subsection4.2.1.

4.2.3 InstructionDistribution
In thesesimulations,we count different numberof instruction

typesin theNetBenchandMediaBenchapplications.Theresultsare
summarizedin Table2. The tablegivesthenumberof instructions
executedfrom eachof the major instructioncategories. The two
benchmarkingsuitesdiffer in almostall instructioncategories,but
we concentrateon theload/storeandconditionalbranchoperations,
becausethey aremoreimportantthanotherinstructionsin determin-
ing thenatureof anapplicationandits performance.In average,Net-
Benchapplicationshave a higherload/storefrequency. This shows
thedata-intensive natureof theseapplications.TheMediaBenchap-
plications,on the otherhand,have a higherconditionalbranchin-
structionpercentage.A statisticalanalysisshows that with a 

���
confidenceinterval NetBenchapplicationshavehigherload/storein-
structionfrequency, whereasthe MediaBenchapplicationshave a
higherconditionalbranchinstructionfrequency with a 
	�	� confi-
denceinterval.

4.2.4 CacheBehavior
The lastcharacteristicwe areinterestedin is thecachebehavior.

The architecturalvaluesfor the cachesizeswereexplainedin Sec-
tion 4.1. Table3 givesthefirst andsecondlevel cacheaccessesand
missratios.Thelastrow givestheaverageaccessnumbersandmiss
ratios. The tableshows the significantdifferencein themissratios
for NetBenchandMediabenchapplications.

Wehavealsostudiedthecachebehavior of NetBenchapplications
with differentlevel 1 cachesizes.Theresultsarenot presenteddue
to lack of space.Our experimentsrevealthat instructioncachemiss

ratiosaremoreeffectedby the cachesize. For NetBenchapplica-
tions,theprocessorwith a 4 KB L1 cachesizehave anaveragemiss
ratio is FG� �
� for instructioncache,andanaveragedatacachemiss
ratio of FH� I
� . For 128KB cachesizethemissratiosare ��� I
� and
approximatelyzerofor dataandinstructioncaches,respectively.

4.3 Discussion
In the previous subsection,we studiedfour importantcharacter-

isticsof NetBenchandMediaBenchapplications.In all thesecate-
gories,NetBenchapplicationshadsignificantlydifferentvaluesthan
theMediaBenchapplications.Oneimportantpropertyof NetBench
applicationsis its data-intensive nature. As seenin the load/store
instructionratios,the NetBenchapplicationsmake high numberof
memoryaccesses.TheMediaBenchapplications,on theotherhand,
hasmorefrequentbranchinstructionsresultingin alower instruction
level parallelism.

5. INTEL IXP1200 PERFORMANCE MEA-
SUREMENTS

In this sectionwe give an exampleof how to utilize NetBench
by presentingexperimentalresultswith the Intel IXP1200network
processor[6]. WehaveusedtheIntel IXP simulatorto performthese
simulations.

Intel IXP1200processoris oneof the mostcommonlyusednet-
work processors.It combinestheStrongARMmicroprocessorwith
six 32-bit RISC dataengineshaving hardwaremultithreadsupport
that provide a total of 1 giga-operationsper secondwith 200 MHz
clock speed[6].

5.1 Simulation Results
In orderto simulatethe IXP1200,we have convertedcodesfrom



Table 3: Number of cacheaccessesand miss ratios of the NetBenchand MediaBenchapplications. Ratios are given in percentage,
il1 standsfor first level instruction cache,dl1 standsfor first level data cacheand L2 is the unified level 2 cache.
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Figure 1: Intel IXP1200Simulation results.

NetBenchapplicationsto Intel IXP Micro-code. We comparethe
performanceof IXP1200with ageneral-purposeprocessor(GCPU),
similar to Intel Pentium,having a 1 GHz clock speed,using three
applicationsfrom NetBench.

To gatherinformation about the general-purposeprocessor, we
againusedSimpleScalarsimulator[2]. Figure1 summarizesthere-
sults.Thefiguregivesthemaximumamountof traffic theprocessor
canhandle.This valueis calculatedby finding the total numberof
bytesmanipulatedin theprogramanddividing thisvalueto thesim-
ulatedtime requiredto executetheprogram.Figure1 illustratesthe
power of the IXP processor. AlthoughthesimulatedIXP processor
had a clock speedof 200 MHz, it outperformedthe GCPU in all
programs;by 51%for crc,by 44%for md5,andby 80%for route.

Theresultsalsoshow how NetBenchcanbeutilized. It showsthat
theIXP is moresuitablefor routethanit is for MD5, becausetherel-
ativeperformanceimprovementoverGCPUis muchhigherwith the
routeapplication.Also, it givesthemaximumamountof traffic the
IXP1200canhandlefor a givenapplication.Customerscandecide
whetherthissupportedbandwidthmeetstheir requirements.

6. CONCLUSION
In this paper, we introduceda benchmarkingsuite for network

processors.In spiteof the the increasein demandandsupply for
network processors,therestill doesnot exist a commonframework
for evaluatingthem.Many designersstill usebenchmarksdesigned
for otherpurposes,suchasMediaBenchandSPEC2000.We have
shown that theapplicationsfor network processorsaresignificantly
differentthantheapplicationsfor mediaprocessors,henceaspecific
benchmarkingsuiteis a necessity. We have alsopresenteda perfor-
mancestudyof apopularnetwork processor.
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