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Abstract— In this study we intr oduce NetBench, a benchmarking
suite for network processorsNetBenchcontainsa total of 9 applications
that are representatie of commercial applications for network proces-
sors. Theseapplications are from all levels of packet processing;Small,
low-level codefragments aswell aslarge application level programsare
included in the suite.

Using SimpleScalarsimulator we study the NetBenchprogramsin de-
tail and characterizethe network processomworkloads. Wealsocompare
key characteristics such as instructions per cycle, instruction distribu-
tion, branch prediction accuracy and cachebehavior with the programs
from MediaBench. Although the aimed architectures are similar for
MediaBench and NetBenchsuites, we show that theseworkloads have
significantly different characteristics. Hence a separatebenchmarking
suite for network processorss a necessity Finally, we presentperfor-
mance measurementsfrom Intel IXP1200 Network Processorto show
how NetBenchcan be utilized.

1. INTRODUCTION

Emenging applicationsin the networking field demandincreas-
ingly highernetwork bandwidths.In addition,new applicationsand
protocolsnot only requirethe network to deliver paclets. Instead,
they have requirementsuchasquality of serviceguaranteesecure
transmissiorof dataandintelligent/dynamicarouting and switching
amongothers.Theseapplicationgequiresignificantamountof pro-
cessingvhich shouldbe satisfiedby the processarCoupledwith the
highernetwork link speedshis setof featuregputsa heary demand
onthenetwork processinglements.

Traditionally, embeddegrocessors networksareeithercustom-

designedASIC chips or variationsof general-purpos@rocessors.

Both schemedave their advantagesandshortcomingsASIC chips
have betterperformanceput they have highermanufcturingcosts
and lack the flexibility of programmableprocessors.If thereis a

changein the protocolor applicationit is hardto reflectthe change
ontothedesign.General-purposprocessorspn the otherhand,are
not optimizedfor networking applicationsandhencedo not provide

satishictoryperformancdor mostof the applications Network pro-

cessorgliminatethe dravbacksof general-purposprocessorand
ASIC designsby combiningthe flexibility of general-purposero-

grammablerocessorandperformancef ASIC chips.

Soonaftertheir introduction[10], network processomarket be-
cameoneof thefastesgrowing segmentsof the microprocessoin-
dustry Only in the lastyear morethan40 newv vendorshave an-
nouncedheir network processoarchitecturesAlthough,thesepro-
cessorsaim at the sameapplicationdomains,they vary widely in
their architecturaldesigns. Hence,thereis a tremendouseedto
evaluatethe performancesf thesedifferentdesigns.

A designerof a productshouldknow the type of applications,
basedon marketing requirementsfor which the processoiis opti-
mized. Similarly, customersenefitfrom benchmarkdy selecting
the productthatgivesthe bestperformancdor the applicationghey
considerimportant(whenbenchmarksrealignedwith commercial

workloads).In this paper we createa benchmarkinguiteby defin-
ing a setof applicationsthat are commonfor network processors.
This benchmarkingsuite can be usedto evaluate performanceof
differentnetwork processodesigns. We also investigatingseveral
characteristic®f thesenetworking applicationsto understandheir
natureand comparesomecharacteristic®f theseapplicationswith
theapplicationfrom MediaBencH9]. Finally, we demonstratbow
NetBenchcanbe utilized by providing a performanceneasurement
of Intel IXP1200Network Processof6].

This paperis organizedasfollows. In thenext sectionwe provide
thenecessarpackgroundinddiscussherelatedwork. In Section3,
we presentheapplicationdn NetBench.Applicationsin NetBench
are comparedwith the MediaBenchapplicationsin Section4. In
Section5, we presengexperimentalresultsfor Intel IXP1200simu-
lations. Section6 concludeghe paper

2. RELATED WORK

Network processorare a classof programmabldC’s basedon
SOC(system-on-a-chigchnologythatimplementcommunication-
specificfunctionsmoreefficiently thangeneral-purposprocessors.
Crowley, et. al. [4] evaluatedifferentdesignmechanismgor net-
work processorThey measurehe performancef a VLIW -baseda
SMT-baseda fine-grainmultithreadednultiprocessqrandasingle-
chip multiprocessor

Benchmarkplayamajorrolein ary productdesigrnprocessSPEC
[19] benchmark$iave beenwell acceptedandusedby several pro-
cessormanubcturersand researcherso measurehe effectiveness
of their design. Otherfields have popularbenchmarkingsuitesde-
signedfor the specificapplicationdomain: TCP [20] for database
systemsSPLASH][22] for parallelmachinearchitecturesTheneed
for a benchmarkingsuite in the network processorareahasbeen
pointedout by several researchersNemirovsky [11] discusseshe
requirementsand challengesof a benchmarkingsuite for network
processorsHe definesa setof metricsto be usedwith ary bench-
markingsuiteanddraws the guidelinesfor definingabenchmark.

Therehasalsobeensomeeffort in characterizinghenetwork pro-
cessorapplications. Wolf and Franklin [21] simulatefour paclet
heademprocessingapplicationsalongwith four payloadprocessing
applications.

3. NETBENCH PROGRAMS

In this section,we presentthe applicationsin NetBench. Any
benchmarkingsuite should be a representate of the applications
in the domainthe benchmarkis designedfor. This was the most
importantcriterionin our selectionof theapplications.

Network Processompplicationscontaina large variety of tasks
suchastraditionalrouting and switching tasksto muchmore com-
plicatedapplicationgontainingintelligentroutingandswitchingde-



cisions. Therefore ary benchmarkingsuite attemptingto represent
the applicationson Network Processorshould considerall levels
of a networking application. We have catgorizedtheselevels into
three:Low or Micro level routinescontainoperationsiearesto the
link or operationghatarepartof morecomple tasks;Routinglevel
applicationsare similar to traditional IP level routing and similar
tasks; Application level programs,which have to parsethe paclet
headerandsometimes portion of the payloadandmale intelligent
decisionsaboutthedestinatiorof thepaclet. Welist theapplications
in NetBenchaccordingo the category they belong:

3.1 Micro-Level Programs

In our benchmarkinguite,we have 2 micro-level programs:
CRC: The CRC-32 checksumcalculatesa checksumbasedon a
cyclic redundang checkasdescribedn 1SO 3309[7]. CRC-32is
usedin Ethernetand ATM AdaptationLayer5 (AAL-5) checksum
calculation.The codeis availablein the public-domain[3].

TL: TL is thetablelookuproutinecommonto all routing processes.
We have usedradix-treerouting table which was usedin several
UNIX systems.The codesegmentis from FreeBSDoperatingsys-
tem[5].

3.2 IP-Level programs

Theseprogramamale a decisiondependingon the sourceor des-
tinationIP of the paclet.
Route: RouteimplementdPv4 routing accordingto RFC 1812[1].
Route implementsthe table lookup along with internetchecksum
(for the header).It makesthe necessarghangesn the header(for
example theTime-To-Livevalue),fragmentghepacletif necessary
andforwardsit. Thecodeis from the FreeBSDoperatingsystent5].
DRR: Deficit-round robin (DRR) scheduling[18] is a scheduling
methodimplementedin several switchestoday In DRR, all the
connectionghroughthe router have separatequeues. Using these
gueuestheroutertriesto accomplisha fair schedulingby allowing
sameamountof datato be passedrom eachqueue.Theimplemen-
tationis basedn [18].
NAT: Network AddressTranslation(NAT) is acommonmethodfor
IP addresssimplificationandconseration. It operateson a router
usuallyconnectingwo networks,andtranslatesheprivate(notglob-
ally unique)addressef the internal network into legal addresses
beforepacletsareforwardedontothe othernetwork. Hence for ary
departingpaclet, the sourcelP on the paclet shouldbe changed.
The programaccomplishinghis taskis usingseveral routinesfrom
FreeBSDoperatingsystem[5].
IPCHAINS: IPCHAINS is a firewall applicationthat checksthe IP
sourceof eachof theincomingpaclet anddecidesitherto passhe
paclet throughthe firewall (accept),to dery the paclet (dery), to
modify it (masq),or to rejectthe paclet andsendinformationto the
sendei(reject). Theimplementations from Rustcorpinc. [17].

3.3 Application-Level Programs

Theseprogramsarethe mosttime consumingapplicationsn Net-
Benchdueto their processingequirements.
URL: URL implementsthe URL-basedswitching, which is a com-
monly usedcontet-switching mechanism.In URL-basedswitch-
ing, all the incoming pacletsto a switch are parsedand switched
accordingto the URL requestedy it. This increaseghe utility of
specializedsenersin asenerfarm. Theimplementations basecn
thedescriptionfrom PMC-Sierrg[14].
DH: Diffie-Hellman(DH) is a commonpublic key encryption-de-
cryptionmechanismlt is the securityprotocolemplo/edin several
Virtual PrivateNetworks (VPN'’s). Theimplementations from RSA
DataSecurity Inc [16].

MD5: Messageigestalgorithm(MD5) creates cryptographically
securesignaturefor eachoutgoingpaclet, which is checled at the
destinatior{15]. If thereceved paclet doesnot matchthesignature,
thenthe recever will detectit anddiscardthe paclet. The imple-
mentationis alsofrom RSA DataSecurity Inc [16].

4. PROGRAM CHARACTERISTICS

In this section,we compareseveral characteristicof NetBench
applicationswith MediaBencH9] applications.MediaBenchs de-
signedfor multimediaand communicationsystems,which are in
mary ways similar to network processors.We have selectedVe-
diaBenchto compareagainsiNetBenchdueto this similarity of the
aimedprocessoarchitecturesAlthoughprocessoarchitecturesire
similar, we shav thatthe applicationsor thesearchitecturesresig-
nificantly different, thus validating the needfor a separatébench-
markingsuitefor network processors.

4.1 Simulation Environment

In orderto compareNetBenchandMediaBenchapplicationswe
have performedseveral simulationson SimpleScalasimulator[2].
We simulatea 4-way superscalaprocessomwith 64 KB of direct-
mappedevel 1 (L1) dataandinstructioncachesanda 1 MB uni-
fied level 2 (L2) cachemuchlike in the Alpha 21264[8] processar
The L1 andL2 cachelatenciesare setto 2 and 10 cycles, respec-
tively. Thesimulatedporocessousesabimodalbranchpredictor{23]
with 2048table entries. We have simulated9 programsfrom Me-
diaBenchto performthe comparisonTheremainingapplicationsn
MediaBenchareoffice developmenprogramsandhenceareleft out.

NetBenchapplicationstake a IP headertraceasinput. We have
usedthe tracesfrom Columbia University available in the public
domain[13]. In the experiments.the first 10000 paclets areread
by the application. All the applicationsusethis traceexceptthe dh
programwhich generateandcommunicate0 Diffie-Hellmankey
pairsand hencedoesnot needary paclet trace. The routing table
sizesfor drr, ipchains,nat, routeandtl is setto 128. Theinputvari-
ablesalongwith the applicationcodecanbefoundatthe NetBench
website[12].

4.2 Experimental Results

In this sectionwe comparethe instructionlevel parallelism(ILP),
branchpredictionaccuray, instructiondistributionandcachebeha-
ior of NetBenchapplicationswith MediaBenchapplications.These
arethe key architecturacharacteristicef anapplicationandhence
areusedto differentiatebetweendifferentapplicationsets.

4.2.1 InstructionLevel Parallelism

The first characteristiove explore is the instruction level par
allelism (ILP) measuredn instructionsper cycle (IPC). It is well
known thatthenetworking applicationshave a high data-level paral-
lelism. However, dependengcbetweerthe instructionsthat process
samedatais not knowvn. We first studythis characteristic.Table 1
gives the resultsfor the instructionlevel parallelism. It givesthe
instructionsper cycle valuesalongwith the total numberof instruc-
tions andcyclesexecuted.The averagelPC value of NetBenchap-
plicationsis 14.5% higherthanthe averageof MediaBenchapplica-
tions. A statisticalstudyshaws thatthe NetBenchapplicationshave
ahigherIPC valueusinga 90% confidencenterval.

4.2.2 Brandh PredictionAccuracy

Thebranchpredictorsimulatedwasexplainedin Section4.1. Ta-
ble 1 summarizesheresults.In average the predictorhasa 4.78%
betteraddresspredictionaccurag and4.18% betterdirectionpre-
diction rate for NetBenchapplications. The lower predictionrate



Table 1: Instructions per cycle (IPC) and branch prediction valuesfor the NetBenchand MediaBenchapplications. IPC measures
instruction level parallelism (ILP). IPC value is high when the dependencyof the instructions within a program is low. Avg. is the

arithmetic mean.

Il Net Bench Progr ans

Medi aBench Prograns i

#of #of address | direction #of #of address | direction
Program | inst. cycles | IPC pred. pred. Program | inst. cycles | IPC pred. pred.

[M rate[ % rate[ % [M rate[ % rate[ %
cre 239 121 1.97 99.1 99.1 adpcm 6.6 5.8 1.13 73.1 73.1
dh 2434 1432 1.69 87.8 87.9 epic 6.8 4.9 1.38 93.1 93.1
drr 61 41 1.48 97.9 97.9 g721 1076 610 1.76 90.6 91.0
ipchains 74 44 1.65 93.9 95.0 ghostsc. 1294 935 1.38 95.2 95.6
md5 204 104 1.96 96.8 97.0 gsm 73 40 1.80 98.3 98.4
nat 21 14 1.48 90.5 91.1 Jpeg 3.5 2 1.75 93.4 94.2
route 18 12 1.51 92.1 92.2 mesa 68 51 1.24 94.1 99.8
tl 12 9.3 1.38 91.2 91.3 mpeg 1133 861 1.34 76.7 76.9
url 171 94 1.81 96.0 96.0 pegwit 12.7 9.7 1.31 87.8 87.8
Avg. 359 207 1.66 93.9 94.2 Avg. 408 280 1.45 89.1 89.9

Table 2: Percentageof instructions executedfrom eachinstruction categoryfor NetBenchand MediaBench applications. The ab-
breviations are: LD/ST for load and store instructions, Jump for unconditional jump instructions, Branch for conditional branch
operations, Add for addition instructions, Sub for subtraction operations,Log. for bitwise logical operations,and Arit. is for arith-

metic shift operationslik e shift left logical.

I Net Bench Prograns

Medi aBench Progranms

Prog. LD/ST | Junp | Branch | Add | Sub | Log. Arit. Prog. LD/ ST | Junp | Branch | Add Sub | Log. Arit.
cre 25.8 2.4 5.2 441 [ 0.1 6.8 12.3 adpcm 7.3 2.0 22.7 25.5 | 5.5 9.0 27.9
dh 32.4 1.9 2.8 51.8 1.1 2.0 6.4 epic 19.5 0.8 15.2 44.4 1.1 3.1 9.5
drr 38.9 4.2 8.4 45.9 [ 0.2 0.2 1.9 g721 314 4.4 6.6 476 | 0.7 1.3 7.3
ipcha. 26.5 7.5 9.7 41.5 0.3 5.8 7.9 ghost. 18.4 5.0 12.2 41.1 2.3 8.0 10.2
md5 13.6 0.5 5.8 414 [ 0.1 19.4 15.7 gsm 10.1 4.8 11.4 33.9 [ 21 3.7 30.9
nat 30.1 4.8 6.6 49.0 [ 0.6 0.9 7.0 jpeg 23.8 0.5 3.4 545 | 2.1 3.3 12.0
route 30.3 4.7 6.4 49.1T [ 0.6 0.9 7.3 mesa 26.1 4.3 7.5 384 [ 0.1 5.2 2.9
tl 28.9 4.0 5.9 48.4 0.9 1.5 10.0 mpeg 22.4 0.9 12.3 43.4 | 11.4 0.4 6.1
url 22.5 3.3 13.9 41.6 | 0.7 12.7 3.3 pegwit 19.5 1.9 10.4 457 | 0.2 10.2 12.0
Avg. 27.7 3.7 7.2 45.9 0.5 5.6 8.0 Avg. 19.8 2.7 11.3 41.6 2.8 4.9 13.2

coupledwith having morefrequentbranchesaswe will studyin the
next subsectiortauseshelower IPCvaluesfor the MediaBenchap-
plicationsobseredin Subsection}.2.1

4.2.3 InstructionDistribution

In thesesimulations,we count different number of instruction
typesin theNetBenchandMediaBenchapplications Theresultsare
summarizedn Table2. Thetable givesthe numberof instructions
executedfrom eachof the major instruction categories. The two
benchmarkingsuitesdiffer in almostall instructioncategories, but
we concentraten theload/storeandconditionalbranchoperations,
becaus¢hey aremoreimportantthanotherinstructionsin determin-
ing thenatureof anapplicationandits performanceln averageNet-
Benchapplicationshave a higherload/storefrequeng. This shavs
the data-intensie natureof theseapplications The MediaBenchap-
plications,on the otherhand, have a higher conditionalbranchin-
structionpercentage A statisticalanalysisshavs that with a 95%
confidenceénterval NetBenchapplicationshave higherload/storen-
structionfrequeny, whereasthe MediaBenchapplicationshave a
higher conditionalbranchinstructionfrequenyg with a 90% confi-
denceinterval.

4.2.4 CadceBehavior

The lastcharacteristiave areinterestedn is the cachebehaior.
The architecturalvaluesfor the cachesizeswere explainedin Sec-
tion 4.1. Table3 givesthefirst andsecondevel cacheaccesseand
missratios. Thelastrow givesthe averageaccessiumbersandmiss
ratios. The table shavs the significantdifferencein the missratios
for NetBenchandMediabenchapplications.

We have alsostudiedthecachebehaior of NetBenchapplications
with differentlevel 1 cachesizes.Theresultsarenot presenteaiue
to lack of space Our experimentgevealthatinstructioncachemiss

ratios are more effectedby the cachesize. For NetBenchapplica-
tions,the processowith a4 KB L1 cachesizehave anaveragemiss
ratio is 2.8% for instructioncache,andan averagedatacachemiss
ratio of 2.6%. For 128 KB cachesizethe missratiosare0.6% and
approximatelyzerofor dataandinstructioncachesrespectiely.

4.3 Discussion

In the previous subsectionwe studiedfour importantcharacter
istics of NetBenchandMediaBenchapplications.In all thesecate-
gories,NetBenchapplicationshadsignificantlydifferentvaluesthan
the MediaBenchapplications.Oneimportantpropertyof NetBench
applicationsis its data-intensie nature. As seenin the load/store
instructionratios, the NetBenchapplicationsmale high numberof
memoryaccessesl he MediaBenchapplicationspn theotherhand,
hasmorefrequentbranchinstructiongresultingin alowerinstruction
level parallelism.

5. INTEL IXP1200 PERFORMANCE MEA-

SUREMENTS

In this sectionwe give an exampleof how to utilize NetBench
by presentingexperimentalresultswith the Intel IXP1200 network
processof6]. We have usedthelntel IXP simulatorto performthese
simulations.

Intel IXP1200processois oneof the mostcommonlyusednet-
work processorslt combineghe StrongARMmicroprocessowith
six 32-bit RISC dataengineshaving hardware multithreadsupport
that provide a total of 1 giga-operationper secondwith 200 MHz
clock speed6].

5.1 Simulation Results
In orderto simulatethe IXP1200,we have corvertedcodesfrom



Table 3: Number of cacheaccesseand missratios of the NetBenchand MediaBench applications. Ratios are given in percentage,
il1 standsfor first level instruction cache,dl1 standsfor first level data cacheand L2 is the unified level 2 cache.

I Net Bench Progranms

Medi aBench Prograns 1

Prog. iT1 iT1l mss dr1 dl1 mss L2 m ss Prog. iT1 iTl mss dri dl'1 mss L2 m ss
acc.[M rati o[ % acc.[M rati o[ % rati o[ % acc.[M rati o[ % acc.[M rati o[ % rati o[ %
cre 242 0.0 72 0.1 9.5 adpcm 11 0.0 0.5 0.1 53.7
dh 2745 0.0 1046 0.0 1.4 epic 8 0.1 1.7 5.9 7.9
drr 64 0.0 30 1.0 7.4 g721 1202 0.0 44 0.1 2.8
ipcha. 85 0.3 20 0.4 2.5 ghost. 1448 0.1 290 0.2 6.7
mdb 209 0.0 31 0.2 20.9 gsm 75 0.0 8 0.1 8.6
nat 23 0.0 ] 1.1 14.3 jpeg ! 1.1 1.1 0.2 30.8
route 21 0.0 7 0.8 16.9 mesa 75 1.7 24 0.7 3.1
tl 15 0.1 5 1.5 12.6 mpeg 1839 0.0 405 1.2 18.3
url 196 0.0 16 2.3 2.1 pegwit 16 0.1 3.1 7.4 1.4
Avg. 400 0.05 140 0.8 9.7 Avg. 519 0.4 36 1.8 14.8

Intel IXP1200 vs. GCPU

route mds.
Applications

OIXP1200 _ BGCPU

Figure 1: Intel IXP1200 Simulation results.

NetBenchapplicationsto Intel IXP Micro-code. We comparethe
performancef IXP1200with ageneral-purposprocesso(GCPU),
similar to Intel Pentium,having a 1 GHz clock speedusingthree
applicationdrom NetBench.

To gatherinformation aboutthe general-purpos@rocessqrwe
againusedSimpleScalasimulator[2]. Figurel summarizeshere-
sults. Thefigure givesthe maximumamountof traffic the processor
canhandle. This valueis calculatedby finding the total numberof
bytesmanipulatedn the programanddividing this valueto the sim-
ulatedtime requiredto executethe program.Figurel illustratesthe
power of the IXP processorAlthoughthe simulatediXP processor
had a clock speedof 200 MHz, it outperformedthe GCPU in all
programspy 51%for crc, by 44%for md5,andby 80%for route.

Theresultsalsoshav how NetBenchcanbeutilized. It shavsthat
thelXP is moresuitablefor routethanit is for MD5, becausé¢herel-
ative performancémprovementover GCPUis muchhigherwith the
routeapplication.Also, it givesthe maximumamountof traffic the
IXP1200canhandlefor a given application. Customersandecide
whetherthis supportedandwidthmeetstheir requirements.

6. CONCLUSION

In this paper we introduceda benchmarkingsuite for network
processors.In spite of the the increasein demandand supply for
network processorstherestill doesnot exist a commonframework
for evaluatingthem. Mary designersstill usebenchmarkslesigned
for other purposessuchasMediaBenchand SPEC2000.We have
shavn thatthe applicationsfor network processoraresignificantly
differentthantheapplicationdor mediaprocessordiencea specific
benchmarkinguiteis a necessityWe have alsopresented perfor
mancestudyof a popularnetwork processor
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