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Abstract—High fault tolerance for transient faults and low-
power consumption are key objectives in the design of critical
embedded systems. Systems like smart cards, PDAs, wearable
computers, pacemakers, defibrillators, and other electronic
gadgets must not only be designed for fault tolerance but also for
ultra-low-power consumption due to limited battery life. In this
paper, a highly accurate method of estimating fault tolerance in
terms of mean time to failure (MTTF) is presented. The estimation
is based on circuit-level simulations (HSPICE) and uses a double
exponential current-source fault model. Using counters, it is
shown that the transient fault tolerance and power dissipation of
low-power circuits are at odds and allow for a power fault-toler-
ance tradeoff. Architecture and circuit level fault tolerance and
low-power techniques are used to demonstrate and quantify this
tradeoff. Estimates show that incorporation of these techniques
results either in a design with an MTTF of 36 years and power
consumption of 102 W or a design with an MTTF of 12 years
and power consumption of 20 W. Depending on the criticality
of the system and the power budget, certain techniques might be
preferred over others, resulting in either a more fault tolerant or
a lower power design, at the sacrifice of the alternative objective.

Index Terms—Fault sensitivity estimation, fault-tolerance tech-
niques, low-power techniques, transient fault model.

I. INTRODUCTION

T RENDS in CMOS technology, applications, and operating
conditions are resulting in circuits with higher power con-

sumption and higher susceptibility to transient faults. In recent
years, portable systems like cellphones, PDAs and smart cards
have become integral parts of every day life. Many of these sys-
tems, such as smart cards, pacemakers, and defibrillators, have
critical functionality that warrants the incorporation of fault tol-
erance. These portable systems rely on embedded batteries as
their source of power. Due to limited battery life and the in-
ability of the user to replace or recharge the battery, circuits used
in these systems should be extremely low power.

Information in these electronic circuits is stored and commu-
nicated as a collection of electric charges. Any event which up-
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sets the stored or communicated charge can cause errors in the
circuit output. These errors are called transient faults, soft er-
rors (SE) or single-event upsets (SEU). The event causing the
upset can be an energetic nuclear particle or an electrical source.
The nuclear particles which create these upsetting events are ei-
ther cosmic rays which bombard the earth constantly from space
or radioactive atoms which exist in trace amounts in all ma-
terials due to atomic decay. Atmospheric nuclear particles in-
clude alpha-particles [2], protons [3], and neutrons [4]. Elec-
trical sources are power supply noise, electromagnetic interfer-
ence (EMI) or radiation from lightning [1].

Due to their spatial density and the amount of information
they store, memories are considered most vulnerable to tran-
sients. Memories were the first circuits studied for alpha particle
induced SE [2]. Since then, several studies have been performed
on SE in memories [5]–[8]. Recently, it has been demonstrated
that it is important to consider memory arrays and core logic
when estimating microprocessor soft error rate [9]. SE and SEU
are considered challenges for high performance and low-power
microprocessor design [10]. Hence, it is imperative to consider
the total design when estimating or mitigating circuit soft error
rate.

Power consumption is a key issue in the design of portable
systems. Increased power consumption leads to increased battery
size and an increase in product size and weight. Any increase in
power consumption for these systems is highly discouraged and
methods of reducing power must be explored and incorporated.

In this paper, a methodology to estimate the transient fault
tolerance of a circuit in terms of mean time to failure (MTTF) is
presented. A study of the relationship between circuit fault tol-
erance and power consumption is performed using this method-
ology. Both architecture and circuit-level fault-tolerance tech-
niques are studied and a 4-bit real-time counter is used as a cir-
cuit example. The counter serves as an effective example since
it is a simple finite-state machine (FSM) and is often included
in embedded systems. Our analysis can be extended to any FSM
or sequential circuit.

The paper is organized as follows: Section II discusses the
model used to represent the transients. Section III describes the
metrics and methodology used to estimate fault tolerance and
power. Section IV discusses the logic implementation of coun-
ters used in our analysis. Section V discusses methods of im-
proving counter fault tolerance with architecture-level redun-
dancy and current-block redesign and the impact on power. Sec-
tion VI studies the impact of standard low-power design tech-
niques on circuit fault tolerance. Finally, Section VII discusses
conclusions and future work.

1063-8210/04$20.00 © 2004 IEEE
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Fig. 1. Current pulse generated as a result of an �-particle strike at time t = 0.

II. FAULT MODEL

Faults can be broadly classified into permanent and transient
faults. Permanent faults usually occur during manufacturing and
can be repaired while transient faults generally occur in the field.
It has been shown that 80% of system failures are due to tran-
sient faults [15], [16]. For this paper, we only consider transient
faults.

Transients can be represented at the device level by a current
or a voltage source. These models accurately represent the elec-
trical impact of the transient. Device-level models of cosmic-
particle induced transients have been developed [17], [18]. In
[17], a SPICE circuit with a current source was used to represent
the collected charges generated by alpha particles. An approxi-
mate analytic solution which models a current transient is pro-
posed in [19]. The model includes parameters which represent
the maximum current, the collection time constant of the junc-
tion, and the time constant for initially establishing the ion track.
Fig. 1 shows the current pulse model for a technology for
various charge injection levels (in pC). The current injections
in Fig. 1 can be used to represent any transient by changing the
rise time, fall time, and the peak current of the model.

At the logic-level, transients can be modeled as a momentary
bit-flip of the propagating signal. Simulations using gate-level
transient faults are shown in [20], and a fault simulation method at
the register-transfer-level (RTL) is proposed in [21]. In the RTL
method, transients are modeled as temporary changes in logic
values in circuit memory elements. The corrupted values are ei-
ther overwritten or propagated causing errors in other parts in the
system. A timing simulation technique that approximates the
device-level fault waveform has also been proposed [22], [23].

Logic-level approaches are inherently faster than device-level
approaches since they do not rely on the evaluation of circuit
equations. However, these approaches may not be very accu-
rate. A transient can propagate along multiple paths and cause
multiple latch errors. The chance of a faulty pulse propagating
to a latch and becoming a latch error is a function of device-level
parameters. Moreover, the shape of the pulse may be changed
in transit through different gates in the propagation path. It has
been shown that a discrete logic-level fault model can result in

a 50% error when used to estimate SE [24]. For the purpose of
this study, we use a device-level fault model.

Several fault models for transient faults have been proposed
[19], [25]. For this study, we use the model presented in [19],
which models any transient resulting in a collection of active
node charge. This model is preferred over others since it can be
used to represent other transients by changing model parame-
ters. This work, however, is limited to -particles. In this model,
a transient is modeled as a double exponential injection current

(1)

where is the maximum current, is the collection time
constant for a junction, and is the ion track establishment
time constant. is dependent on the doping concentration
and, hence, on the process. is relatively independent of the
technology. depends on the process and the charge intensity.
Fig. 2 shows the phenomena of an -particle hit on a pMOS
transistor and the equivalent current injection model.

III. FAULT TOLERANCE AND POWER DISSIPATION

ESTIMATION METHODOLOGY

A. Fault-Tolerance Estimation

Fault simulation and fault-tolerance quantification are the key
components in developing a fault-tolerance estimation method-
ology. Fault simulation can be performed at several levels of
design abstraction (i.e. RTL, gate level, transistor level, etc.).

The fault simulation abstraction level is determined by the
fault model that is used. If a logic-level fault model is used, then
the fault simulation is at the logic level. If the fault model is a
device-level fault model, then fault simulation is at the circuit
level. Mixed-mode simulation using both circuit and logic sim-
ulation has been proposed to speed up simulation [26], [27]. In
the mixed-mode approach, device-level faults are injected using
a circuit simulator such as SPICE. Subsequent logic-level er-
rors are propagated to the gate and higher levels using logic
simulation. The use of a gate-level simulator has also been pro-
posed to further speedup fault simulation [20], [23]. These sim-
ulation methodologies are not very accurate due to fault-model
limitations.
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Fig. 2. (a) �-particle hit on a pMOS transistor and (b) the hit modeled as a current source.

The core of our fault simulation approach consists of
HSPICE [28] based circuit-level simulations. Recent work [29]
has shown that the fault-sensitivity analysis for an alpha-par-
ticle induced transient can be performed at an early stage in
the design cycle of very large scale integration (VLSI) circuits.
Layout level designs are not mandated, as a particle hit creates
free charge carriers only if hits occur in an active area [30].

In order to obtain a highly accurate measure of fault tolerance,
exhaustive fault simulations considering SEU are performed.
The simulation is performed for all possible inputs and states
of the circuit, thus, considering them equally probable. The es-
timation methodology accounts for the fact that a particle strike
is equally likely to create positive or negative charge of up to
4 pC. It is assumed that each node in the circuit is equally prone
to be hit by an -particle. Simulation accounts for differing ac-
tive node areas while estimating fault tolerance. Since transients
have equiprobable occurrence during a clock cycle, simulations
are performed assuming transients occur at equidistant times in
a clock cycle. The total number of simulations are given by

(2)

where
total number of simulations;
number of input or state combinations;
number of particle injection levels considered;
number of time instances at which faults are injected;
number of nodes in the circuit.

While and depend on the circuit under study, and are
fixed. Particles of charges up to 4 are considered, hence,

. The injections were done at eight different time instances
equally dividing the clock cycle, thus, .

A metric which quantifies fault tolerance, the probability of
failure , was proposed in [29]. The is given by

where (3)

Here is the area of the node . is given by

where (4)

, the outcome of a fault injection experiment is given by

if the injection into node results in a fault
getting latched
otherwise.

(5)

is thus a measure of the conditional probability of error
given that a particle hits the circuit. By weighing the errors by
node area it is possible to account for the higher likelihood of
larger nodes being hit by a particle. When comparing two dif-
ferent designs, fails to account for the higher likelihood
of a larger circuit being hit by a particle. A different measure is
needed which is independent of circuit parameters.

Measurements have shown that the particle density at sea
level (New York) is approximately 100 000/cm /yr [31]. The
probability of failure per year can then be determined
from the conditional probability of error as

area of circuit (6)

Since the particle hit event is memoryless, i.e., future particle
hits do not depend on the present particle hit, MTTF is given by

(7)

To estimate and MTTF, a scripted set of simulations
was performed. The overall tool flow and corresponding pro-
gram flow are shown in Fig. 3. The SPICE netlist of the circuit,
the valid input patterns or states and the charge levels are the in-
puts to the script and the script outputs circuit and MTTF.
This study is done in a technology and the parameters of
the fault model ( and ) have been adjusted from the origi-
nally proposed model for technology.

B. Estimating Power Dissipation

In order to have an accurate estimate of power dissipation,
HSPICE simulations are used. All possible input and/or state
combinations are considered equally probable, and hence power
dissipation is averaged over all such possible combinations.
Care is taken to avoid all unreachable states. A clock frequency
of 1 GHz is assumed and simulations are performed for a
technology.
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Fig. 3. Tool flow and corresponding program flow for measuring fault tolerance.

SPICE netlist used for power estimation does not include wire
loads. Since the analysis is performed for small circuits, the ef-
fect of not considering the wire load does not have a significant
impact on power dissipation estimation.

IV. THE EXAMPLE CIRCUIT: COUNTERS

In this section, the circuit implementation of the counters is
discussed. Fault detection techniques for these counters is also
discussed since these techniques are used to incorporate archi-
tecture-level fault tolerance. Two types of counters, i.e., binary
and Gray counters, are studied in this paper.

These counters provide a realistic example since they often
are timers and address generators in low-power embedded sys-
tems. As discussed in Section I, both storage elements and com-
binational logic should be considered in estimating the fault
tolerance of a circuit. A counter consists of flip-flop storage
elements which hold the present counter state, and combina-
tional logic gates which compute the next counter state. The
comparison of two counters demonstrates the impact of state
coding and next-state generation logic on both power and fault
tolerance.

Although counters are used as examples in this study, our
technique can be applied to almost any circuit. However, the
exhaustive simulation method used to estimate fault tolerance is
only feasible for circuits with a small number of nodes, inputs
and states (e.g., 4-bit Gray code counter has 16 states and has
about 150 nodes). Most benchmark circuits are too big (large

number of nodes and inputs) to be directly feasible for study
using our current approach. It can be modified in two ways to
make the analysis of bigger circuits feasible. First, since SPICE
is very time consuming, simulation can be performed at higher
level of abstraction. Another way to estimate fault tolerance
quickly would be to estimate fault tolerance by performing sim-
ulations for only a few nodes. Note that both these approaches
will provide a less accurate estimate of fault tolerance.

A. Binary Counter

A binary counter is the simplest and most commonly used
counter. Goutis [11] proposed a technique for making binary
counters fault secure using T flip-flop properties to detect errors.
Fig. 4 shows the circuit implementation of a T flip-flop based
counter with fault detection logic.

Typically in CMOS, binary counters are implemented as
shown in Fig. 5. This implementation uses a D-flip flop (or a
latch) and the algorithm proposed in [11] cannot be directly ap-
plied to this counter. An alternate scheme uses the parity of the
present enable signals to indicate if the
parity of the next state will change.
Instead of using the signals in Fig. 4(b), to
detect faults, signals can be used instead.
Figs. 4 and 5 are similar binary counter implementations except
for the memory element. Our study uses the implementation
shown in Fig. 5 since it is a popular implementation that is
similar to a Gray code counter.
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Fig. 4. Binary counter with fault detection using T-flip flop. a) Binary counter using T-flip flop and b) parity prediction logic.

Fig. 5. Binary counter using a D-flip flop.

B. Gray Counter

A binary counter is not intuitively power efficient since there
are multiple signal transitions during state transitions. A Gray
counter can be lower power, since there is only one flip-flop
transition during state transitions. This switching activity reduc-
tion can save a significant amount of power, although, interme-
diate logic may have more transitions. The use of Gray code
counters has been proposed to save power in the control path
of embedded processors [12]. Gray code addressing reduces ad-
dress line switching activity by 30–50% during normal program
execution [13]. A significant amount of logic is required to de-
termine the next state of a Gray code counter. This logic is usu-
ally gates deep for a -bit counter and depends on all
previous state bits and their complements. This logical com-
plexity can make the Gray counter less power efficient in some

situations. A segmented Gray counter [14] can be used to re-
duce the amount of logic required at the cost of a slight increase
in switching activity. Fault detection in a Gray counter is easy,
since the parity of each segment toggles with every state change.
A circuit implementation of a 4-b segment of a Gray counter is
shown in Fig. 6.

C. Latch Implementation

Latch is the most critical component of the counter design.
Being a bistable element it is most vulnerable to any transients.
In order to facilitate fair comparison, both the counters are imple-
mented using a D Flip-flop. An edge-triggered flip-flop will pro-
vide a higher tolerance to transient faults since it will latch only
the faults which appear at the input of the flip-flop when the data
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Fig. 6. Implementation of a Gray counter.

Fig. 7. Latch used in the counters.

is getting latched. In this study, we have used a simple flip-flop
shown in Fig. 7. The inherent fault tolerance of this latch might
be improved but this design serves the purpose of our study.

V. IMPROVING FAULT-TOLERANCE OF COUNTERS

Using the method described in Section III, the fault tolerance
of 4-b binary and Gray counters is measured in terms of
and MTTF. The binary counter has about nodes while
the gray counter has about nodes. Both counters have
16 possible states . Fault tolerance and power dissipa-
tion results are shown in Table I.

Note that the MTTF of the two counters differs by only 18%
despite vastly different (41%) . This is due to the large
area difference of the Gray counter which compensates for the
Gray counter’s low fault sensitivity result. Gray counters are in-
herently more fault-tolerant because they have a balanced de-

TABLE I
COMPARISON OF COUNTER WITHOUT ANY OPTIMIZATION

sign. However, a 4-b gray counter consumes more power than
the 4-b binary counter. Since the counters are very small (only
4-b wide), the gain due to fewer gray counter transitions is small
compared to the loss of power due to circuit area increase.

Two approaches are considered for improving counter fault
tolerance 1) incorporation of redundancy at the architecture-
level and 2) circuit-level optimization for part or all of the
circuit.

A. Incorporating Redundancy in the Counters

In general, spatial (area) or temporal (time) redundancy can
be applied to a circuit to make it fault tolerant [32]. Area re-
dundancy can be applied to counters using dual modular redun-
dancy (DMR) (Fig. 8) or triple modular redundancy (TMR). Re-
dundant counters are required for these approaches and the final
output is the majority vote of these counters. Adding area redun-
dancy can increase power consumption significantly (e.g., by a
factor of 2 or 3).

In a time-redundant technique, an errant output is recomputed
in an attempt to recover from transient faults. This approach
limits hardware overhead, leading to reduced power consump-
tion. Fig. 9 illustrates our implementation of the time-redun-
dant technique. During normal operation the counter output is
stored in a register. In case of an error, the previously stored
correct value is loaded into the counter. The counter then recom-
putes the next state. The additional hardware required includes
an enabled register, multiplexers, and control logic. Power is
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Fig. 8. Architecture of an area redundant (DMR) counter.

Fig. 9. Architecture of a time redundant counter.

TABLE II
COMPARISON OF AREA AND TIME REDUNDANT COUNTERS

saved since error recovery logic is used only after an error has
been detected. Thus, this technique is most appropriate for ul-
tralow-power systems. Since the counter might have to recom-
pute the next state, additional time may be required to determine
the correct output, limiting the use of this technique to low per-
formance systems.

For single faults, the area and time redundant techniques dis-
cussed here result in a high-transient fault tolerance. The fault
tolerance depends on the efficiency of the error-detection circuit
in detecting faults. If an error detection circuit can detect all the
faults, then 100% transient fault tolerance can be achieved. Fault
tolerance of the above discussed implementations and the power
consumed be them is shown in Table II.

Fig. 10. TPTL.

TABLE III
COMPARISON OF COUNTERS USING TPTL WITH FILTERS

OF VARIOUS WIRELENGTHS

B. Circuit-Level Fault Tolerance

Circuit-level fault tolerance can be used as an alternative to
architecture-level fault tolerance. At the circuit level, certain
circuit components are redesigned and optimized to make the
overall circuit more fault tolerant. In order to have a fair compar-
ison, the circuit operating frequency must be fixed. The overall
size of the circuit can change as the metric used to represent
fault tolerance is independent of circuit area. In this section, cir-
cuit-level fault-tolerance techniques are evaluated in terms of
improvement in fault tolerance and their impact on power dissi-
pation using the methodology described in Section III.
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Fig. 11. Effect of adding wire as a filter in the latches on fault-tolerance (MTTF) and power dissipation. (Arrows point toward the axis relevant to the plot).

Fig. 12. POF as a function of fraction of total number of nodes for the two counters showing the criticality of the counters and number of critical nodes.

1) Transient Pulse Tolerant Latch (TPTL): A counter con-
sists of a set of memory elements (flip-flops), which hold
the current state of the counter, and logic, which determines
the next state based on the current state. Since flip-flops are
bistable elements with positive feedback, they are more sensi-
tive to transients than logic gates. A TPTL, proposed in [33],
can be used to improve the fault tolerance of the flip-flop. A
low-pass filter is added to the latch in order to filter out the
high-frequency transients. Fig. 10 shows the implementation
of a TPTL which is used to improve the fault tolerance of the
counters. Wires acting as RC low-pass filters are added to the
latch to help filter out high frequency transients. Several RC
values corresponding to small wirelengths ranging from
to are used to study the effect of TPTL on fault tolerance
and power (Table III). Although the latch shown in Fig. 10 is
an elementary latch, the technique can be used with any latch
containing feedback circuitry.

Results in Fig. 11 show that with the increase in resistance
and capacitance due to increased wirelength, the fault tolerance
of the counter (measured as MTTF) increases at the cost of in-
creased power. The gain in terms of fault tolerance, however,

TABLE IV
COMPARISON OF COUNTERS USING VARIOUS TRANSISTOR

SIZES FOR CRITICAL NODES

saturates at about a wirelength of and any further wirelength
increase results only in additional power cost. Moreover, a wire-
length increase slows down the latch. For the wirelengths used
in these simulations the additional delay did not result in any
change in the clock frequency.

2) Selective Sizing of Transistors: Increasing the size of
transistors also improves fault tolerance [34]. Increasing the
size of the transistor reduces the magnitude of the node voltage
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Fig. 13. Effect of resizing critical nodes on fault-tolerance (MTTF) and power dissipation (arrows point toward the axis relevant to the plot).

Fig. 14. Impact of power supply scaling on fault-tolerance (MTTF) and power dissipation (arrows point toward the axis relevant to the plot).

offset (due to the transient) at the drain of the transistor and
thus improves transient fault tolerance. Note that an increase
in the transistor size results in an increase in the diffusion
and the gate capacitance. An increase in diffusion capacitance
increases susceptibility to transient faults due to the increase
in the fault vulnerable area. An increase in the size of the
transistor will also increase the power dissipation due to an
increase in load capacitance. Hence, only selected highly sen-
sitive nodes should be resized to improve the fault tolerance
without increasing the power and area penalty significantly. As
shown in Fig. 12, the fraction of nodes with a higher
than a certain value depends on the circuit. The individual

for nodes in the gray counter is much less than those
of the binary counter.

In this work, the top 5% critical nodes were sized up by a
factor of 2–6 times the minimum, and their effect on fault toler-
ance and power was studied (Table IV). This technique resulted
in an area penalty ranging from 6%–18%.

Results show that the fault tolerance of the counter increases
with the size of the transistors, at the cost of increased power

TABLE V
COMPARISON OF COUNTERS USING VARIOUS POWER SUPPLIES

(Fig. 13). The MTTF of the binary counter increased by 10%,
increasing the power consumption by 32%. This technique is
more beneficial to the Gray counter as shown by the 65% in-
crease in MTTF and a 39% increase in power consumption. If
the size of devices is further increased, fault tolerance will im-
prove, at the cost of power efficiency until a limit is reached. A
sizing factor can be determined based on the power budget for
the system (or the circuit).
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Fig. 15. Impact of sizing the circuit on fault tolerance (MTTF) and power dissipation (arrows point toward the axis relevant to the plot).

VI. IMPACT OF POWER REDUCTION TECHNIQUES

Classical power reduction techniques like power supply
voltage reduction and load capacitance reduction have been
proposed to reduce power dissipation in CMOS VLSI circuits
[35], [36]. In this section, the effect of these techniques on
fault tolerance is quantified using the method and measures
described in Section III.

A. Power Supply Voltage Reduction

Most of the power dissipated in CMOS VLSI circuits is due
to dynamic power dissipation

(8)

where
load capacitance;
power supply voltage;
frequency of switching.

From (8), supply voltage reduction is the most effective way
to reduce power consumption, due to its squared dependence on
supply voltage.

To evaluate the effect of power supply scaling on circuit
fault tolerance, simulations were performed to calculate
and MTTF for power supply voltage varying from 1.35–0.8 V.
Since the threshold voltage of the transistor is 0.35 V, the supply
voltage was not reduced further to maintain the noise margins.

As shown in Fig. 14 and Table V, as the supply voltage is
scaled down, the power consumed by the counters is reduced.
Scaling a supply voltage from 1.35–0.8 V results in about a 70%
reduction in power consumption while the MTTF is reduced by
30%–35%.

B. Reducing the Load Capacitance

Load capacitance reduction is another way to reduce
the power consumption, since the dissipation is proportional to

. Load capacitance can be reduced by reducing the size of the
transistors, leading to smaller gate and diffusion capacitance.

TABLE VI
COMPARISON OF COUNTERS USING DIFFERENT TRANSISTOR SIZES

To evaluate the effect of load capacitance on the fault tol-
erance of the circuit, simulations were performed on four dif-
ferent counter designs. The designs were implemented using ei-
ther minimum size transistors or transistors which were 2, 4, or
6 times the minimum size.

Fig. 15 shows the results for various transistor sizes (which
correspond to various load capacitances). Increasing the size of
the devices initially reduces MTTF and then increases MTTF
values while consistently increasing power consumption. As
seen from Table VI the is reduced almost linearly with
increases in transistor size. The increase in area results in a loss
or slight gain in MTTF. It is not optimal to increase transistor
size even for MTTF gain, since a DMR system provides a more
power efficient solution.

C. Increasing the Threshold Voltage

In order to improve CMOS circuit performance with tech-
nology scaling, the transistor threshold voltage can be re-
duced at the same rate as the supply voltage. A reduction in

causes transistor subthreshold leakage current to in-
crease exponentially. This results in a corresponding increase
in leakage power. Modern CMOS processes provide transistors
with different levels. High transistors can thus be used
to reduce leakage power.

In order to estimate the impact of threshold voltage increase
on circuit fault tolerance, circuits containing transistors with dif-
ferent were evaluated for fault tolerance.
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Fig. 16. Impact of threshold voltage on fault-tolerance (MTTF) and power dissipation (arrows point toward the axis relevant to the plot).

TABLE VII
COMPARISON OF COUNTERS USING VARIOUS THRESHOLD VOLTAGES

Fig. 16 and Table VII shows a tradeoff between power and
fault tolerance that is similar to the one seen with the previous
two techniques (Figs. 14 and 15). For , the leakage power
is a small percentage of the total power. Thus, increasing the
threshold voltage from 0.3–0.5 V reduces power dissipation by
15%. Increasing the threshold voltage, however, reduces MTTF
by small amounts (3%–10%). Fault tolerance degrades due
to a reduced noise margin. Even the smallest transient results
in an offset voltage height greater than . Fault-tolerance
improvement is negligible since an increase in threshold
voltage makes it relatively difficult for transients to switch the
transistors.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, a method to estimate fault tolerance in terms
of a well-known metric (mean time to failure) is presented. Al-
though time consuming in its present form, the method is highly
accurate since exhaustive simulations are performed using a cir-
cuit simulator (HSPICE).

Using this methodology, an attempt is made to relate the
transient fault tolerance and power dissipation in functionally
critical low-power circuits. Binary and Gray counter designs
in technology are used as example circuits. It is noticed,
that although the Gray counter has inherently fewer critical
nodes when compared to the binary counter due to a balanced

design, the MTTF was very similar due to a large implemen-
tation area.

Several architecture level and circuit level fault-tolerance
techniques were studied for both counters. At the architecture
level, the time-redundant technique provides power benefits
over the area-redundant technique when applied to circuits
with low-performance requirements. Circuit-level solutions
like the fault-tolerant latch and critical node sizing result in
increased MTTF at the cost of increased power dissipation.

Several low-power techniques such as scaling power supply,
load-capacitance reduction and threshold voltage increase were
also studied. The incorporation of the techniques reduced power
dissipation. However, power supply voltage reduction also re-
duced the fault tolerance. It was concluded that the use of min-
imally sized devices was the best option to save power and to
increase fault tolerance. Fault tolerance has little dependence on
the threshold voltage.

Fig. 17 is the plot evaluating the different counter designs for
the two objectives (i.e. fault tolerance and power dissipation).
This plot consists of all the design variations which were studied
in this work. Fig. 17 also points out designs with relatively low-
power dissipation and high fault tolerance.

From this work, we can conclude that conventional low
power and fault tolerance design techniques are at odds and
some guidelines and novel design techniques are required to
address both objectives simultaneously. As seen from the plot,
a design either has high fault tolerance (having high MTTF)
or has low-power dissipation. A counter design could have a
MTTF of 36 years and burn 102 W of power or could have a
MTTF of only 12 years and burn 20 W of power.

Future work involves exploration and development of
novel circuit and coding techniques which address both the
low-power and fault-tolerance issues. A faster fault simulator
based on logic simulation will help in making this analysis
feasible for larger circuits. To perform the study for modern
and future technologies, there is a need to develop fault models
for the latest technologies. With technology scaling, leakage
power is on an increase and a similar study can be performed
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Fig. 17. Counter designs with their corresponding MTTF and power dissipation showing the tradeoff between the two objectives.

to evaluate leakage mitigation techniques for transient fault
tolerance. Many low-power systems contain fault sensitive
mixed-signal circuits. It is important to perform similar studies
for mixed-signal circuits where fault propagation and manifes-
tation have different mechanisms.
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