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Abstract

As on-chip integration matuees, single-dip systemde-
signess mustnot only be concernedwith component-leel
issuessuc as performanceand power but also with on-
chip system-leel issuessuc as adaptabilityand scalabil-
ity. Recenttrendsindicate that next geneition systems
will require new architectures and compilationtools that
effectivelydeal with theseconstaints. In this paper a new
single-dip interconnectarchitecture, adaptiveSystemoOn-
a-Chip, is describedthat not only providesscalabledata
transferbut alsocanbe easilyreconfiguedasapplication-
level communicatiorpatternschange. Animportantaspect
of the architectute is its supportfor compile-time sched-
uled communicationTo illustrate the benefitsof the archi-
tectur, three DSP bendhimarkshavebeenmappedto can-
didate SoCdevicesof assortedsizeswhich containthe new
interconnectarchitectuie. The describedinterconnectar-
chitecture is shownto be up to 5 timesmote efficientthan
bus-basedsoCinterconnectarchitectuiesvia parallel sim-
ulation. Additionally, a preliminarylayoutof our architec-
ture is shownand derivedarea and performanceparame-
ters are presented.

1 Introduction

The steadyincreaseof VLSI transistorcapacityoffers
the promiseof high-performancesingle-chipcomputingin
the nearfuture. The mostrecentSemiconductotndustry
Association(SIA) [2] roadmappredictsmassproductionof
deviceswith over 1.4 billion transistordy 2012. Suchdra-
matic shiftsin availabletechnologyhave alreadystartedto
affectthe way ASICs aredesignedandproduced.System-
on-a-chipintegratorsmustnow considera large numberof
designissuespotharchitecturabndphysical,whenassem-
bling new architecturesSomeof the mostimportantissues
facingSoCgrowth andacceptancecludethe designof in-
tellectualpropertycores,the on-chipcoordinationof com-

municationbetweercoresandthedevelopmenbf effective
system-widecompilationervironments. In this paper we
addresghefirst two of theseconcernghroughthedevelop-
mentof a new SoCinter-corecommunicatiorarchitecture
andsupportingarchitecturakimulator The communication
architectures scalableo largenumbersf coresandcanbe
reconfigurednaperapplicationbasisto achievze adaptable
performance.

Inter-chip bandwidthhaslong beenrecognizedasa lim-
iting factorin board-level systemdesign. This bottleneck
can be largely attributed to two factors: capacitve off-
chip signal delays and a needfor growing humbersof
functional componentdo sharecommoninterconnectre-
sourcesWhile theformerissuehasbeerrecentlyaddressed
through migration of individual componentg¢o SoC sub-
stratesscalablenterconnectontinuego beanissueeven
for SoCervironments As largesingle-chipsystemsarede-
signed,on-chip global communicationis likely to become
thelimiting factorto overall systemperformanceDynamic
arbitrationfor shareccommunicatiorresourcesicrossven
a small numberof componentgan quickly form a perfor
mancebottleneckand long, hearily-loaded on-chip buses
arelikely to leadto long globalcommunicatiorcycles,lim-
iting systenthroughput.

Our approachto on-chip communicationis to supple-
ment each SoC intellectual property core with a small,
highly-optimizedcommunicationinterface As shawvn in
Figure 1, each core and associatednterface effectively
forms a computationalnode Communicationbetween
nodegakesplacevia pipelined,point-to-pointconnections.
By limiting inter-core communicationto short wires ex-
hibiting predictableperformancehigh-speedccommunica-
tion canbe achieved. For mary SoCapplicationsit is ex-
pectedthat communicationbetweennodescan primarily
be predictedat compile time and inter-node communica-
tion canbe performedwithout the needfor significantdy-
namicarbitration. This compile-timeapproacho scalable
system-widecommunications drawvn from previous work
in coarse-grainegarallelprocessingln anumberof previ-
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Figure 1. Adaptive System-on-a-Chip (aSOC)

ousprojectg[7] [18] [21], distributed,pipelinedroutinghas
beenusedto moderateglobalcommunicatiorcyclesacross
large parallelsystems.

The availability of instruction-configurablgprocessors
and bitstream-configurabl€PGA resourcesrings an im-
portant aspectof hardware adaptabilityto SoC environ-
ments. It is our belief that not only must the function-
ality of individual IP coreschangefrom application-to-
application, but also that communicationresouces be-
tween coresshould be allocatedon a perapplicationba-
sis. Sincecommunicationn statically-scheduledystemss
predictableandeasily-\erified,we believe thatreconfigura-
tion of intra- andinter-corefunctionalitywill be simplified,
fulfilling ourgoalof anadaptie system-on-a-chifaSOC).

In this paperwe evaluatethe performanceof 9 and 16
coreaSOCdeviceswith threecommonDSP benchmarks.
Throughthe useof a parallelsimulator directcomparisons
canbe drawvn betweenthe new on-chipinterconnectarchi-
tectureand traditional on-chip buses. A preliminary lay-
out of the interfaceyields areaand performanceestimates
relative to the nodecores. Available architecturalsimula-
torshave beenintegratednto our simulationervironmentto
provide for accuratesvaluationof on-chipsystemsontain-
ing heterogeneousores. An initial layout of the interface
shaws thatit canbe constructecefficiently and can allow
for fast,pipelinedperformance.

2 Redated Work

While therearenumerouscurrentproposalsor on-chip
interconnectchoicescangenerallybedividedinto two cat-
egories: arbitratedbus and paclet-switchednetwork. The
mostcommoncommunicatioomodelusedfor on-chipcom-
municationis the multi-component,arbitratedbus. This
mediumis characterizethy aneedfor busarbitrationwhich

resultsin a singlebus master Severalcommercialventures
have focusedattentionspecifically towards on-chip inter-
connect.Sonics,Inc. [19] allows IP designerghe capabil-
ity to adda standardous interfaceto cores,facilitating ar
bitratedon-chipbustransfer Similarly, the Virtual Soclet
InterfaceAlliance (VSIA) hasattemptedo setthe charac-
teristicsof this interfaceindustry-widethroughthe creation
of anon-chipbus standard.Threecommercialon-chipin-
terconnectsWishbone[16], AMBA [10] andCoreConnect
[11], supportthe connectionof multiple busesin arbitrary
topologies All of thesystemsnentionedabove, while flex-
ible, appeato have limited scalabilitydueto thearbitrated,
non-pipelinedhatureof their interconnectiorbuses.While
it is likely that a small numberof corescanbe accommo-
datedby abus,new approachewill benecessargssystem
sizesscale. Additionally, for mary applicationscommuni-
cation patternsbetweenmodulesare largely predictableat
compiletime limiting the needfor constantrun-time arbi-
tration.

Paclet-switchedinterconnectbasedon both compile-
time static and run-time dynamic routing has beenused
effectively for multiprocessolcommunicationfor over 25
years. In general,a large majority of multiprocessomet-
works have usedpurely run-time dynamicroute determi-
nationto simplify software development.While mary ap-
plicationsrequireat leastsomedynamicroute support,in
mary casesstatic routing can be usedfor most, if not all,
communication. Compile-time static routing of commu-
nication has beenusedeffectively in a numberof paral-
lel processingsystems.In iWarp[7], inter-processocom-
municationpatternsveredeterminediuring programcom-
pilation and implementedwith the aid of programmabile,
inter-processobuffers. This conceptwas extendedby the
NuMesh project [18] to include collections of heteroge-
neousprocessinglementsnterconnected a meshtopol-



ogy. Both of theseearly systemsincorporateda single
processingelementper chip and were primarily applied
to signal processingapplicationswhich exhibited well-

definedcommunicationpatterns. More recently the Re-
configurableArchitectureWorkstation(RAW) project[21]

hasre-examinedstaticcommunicatiorasa mechanisnfor

general-purposeomputing. The compiler for this single-
chip systemautomatically partitions program fragments
acrosanultiple homogeneouprocessinglementandthen
determinesnter-processorcommunicationusing a space-
time scheduler

3 Scheduled Communication Architecture

Our experimentalarchitecturenasbeendevelopedwith
the belief that most, if not all, communicationin data-
intensie applicationscan be determinedat compile-time.
This approachemphasizedhardware minimizationandin-
terconnectperformanceat the cost of some flexibility.
While thearchitecturalescribedn this papercurrentlysup-
ports somedata-dependenbuting capabilitiesin termsof
the numberof datavaluestransferrecetweera sourceand
destination dynamicdeterminationof datadestinationsat
run-timeis not supported Extensiongo the architecturdo
morefully supportrun-time destinationdeterminationare
currentlyunderway and a high-level view of the approach
is describedn Section6.

Through the use of mappingapproacheslescribedin
Section3.2, it is possibleto pre-determineeommunication
in astatically-scheduledSOCsystem.In generalfor static
routing, not all inter-corevaluesneedto be communicated
on every cycle. As a result, inter-core valuesare mul-
tiplexed eliminating the overheadfound in point-to-point
circuit-switchedapproaches. A benefitof this approach
is that inte-componentcommunicationcan be pipelined,
keepingcommunicatiorthroughputhigh and communica-
tion delayspredictable.

Asshavnin Figurel, sinceourconceptuasystems reg-
ularandbasednanoptimizednode,device familiescanbe
easilyextendedanddevice testabilityis enhancedAs are-
sultof systemscalability numerouseterogenousorescan
belinkedto eachothervia communicationnterfaces.Since
the communicationinterface is isolated from computing
componentshearchitecturecanmake full useof resources
suchas processorsFPGAS, multiplier-accumulatorsand
otherembedded¢omponents.

Before examining the detailed implementation of
the intra-nodecommunicationinterface, the architectural
piecesof theinterfaceareexamined. A high-level view of
the interfacearchitecture shavn in Figure 2, revealsfour
distinctlogical parts: FIFOswhich buffer IP coredataval-
ues,theinterfacecrossbarwheredatavaluesarephysically
exchangedetweemeighboringnodesandthe intellectual
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Figure 2. Core and Communication Interface

propertycore,aninterconnecmemorythatholdspercycle
multiplexer selectsettings,and aninstructionpointer (PC)
that selectsa single interface configurationstoredin the
configurationmemoryon a given clock cycle. Effectively,
this type of high-level interfacearchitecturecanbethought
of asa reconfiguable communicationgprocessorwith in-
struction pointer (configurationpointer) and instructions
(configurationmemory). In a purely systolic mode, the
instruction pointer repetitvely selectsthe samesequence
of communicationinstructionsover and over againin a
compilerdeterminedashion. The multiplexer and associ-
atedlogic in theinstructionpointersectionof theinterface
cancomparedatavaluestakenfrom thecrossbato promote
branchesy changingthe instructionpointer (PC)to point
to a new sequencef crossbarsettings. By usingthis ap-
proach,eachinter-nodewire may be assigneddatafrom a
differentsourceon eachcommunicatiorcycle, effectively
applyingcommunicatiorresourcesvherethey areneeded.
The FIFO interface betweena core and an interface
crossbarallows for synchronizationbetweenpotentially
differing clock domainsaswell assomebuffering capabil-
ity. Synchronizatiorbetweencoresis aidedby the useof
a one-bittag valuethatis transferredwvith eachdatavalue
throughthe systemto indicatedatavalidity. If anattempt
is madeto readanemptyFIFO, a datavaluewith atagla-
belled invalid will be obtained. If invalid dataarrives at
acore,its valueis ignored. The interfaceFIFOsthatwere
implementedandusedin simulationwerearbitrarily chosen
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Figure 3. Detailed Comm unication Interface

to be of adepthof four to limit buffer areawhile providing
multiple storagdocations.

A similar, fixed-hardvare implementationof the logi-
cal function of the communicatiorinterfacehaspreviously
beendescribedn [6]. In theearlierimplementationywhich
wastargetedto ASICs, the logical function of the commu-
nicationinterfacecontrollerwasdefinedon a pernodeba-
sisasa large, fixed statemachine. This interfacecircuitry,
whichwasgeneratetby the DeepC' compiler, wasthensyn-
thesizedandimplementedn ASIC hardwareandcould not
be changedrom application-to-applicationOur approach
providesa more configurablesolutionat the costof a pro-
grammabldanterconnecmemory The memorycanbe re-
programmedo accommodata setof differentapplications
usingthe samecomputingdevice. Additionally, the com-
municationcontrollerdescribedn this paperinterfacesto
a heterogenousetof IP cores,eachrunningat potentially
differentclockrates.

3.1 Communication Interface

A detailedview of the interconnectmemorysequencer
and interfacecrossbanminus tagsand FIFOs) appearsn
Figure3. Eachinstructionaccessedrom the interconnect
memorycontainsa numberof datafields. Eachof the six
three-bitfields representghe sourceport for one of the
interface crossbaroutput ports. Enabling passtransistors

within the crossbarare driven by the output of three-to-
five decoders. Additional fields within eachcommunica-
tion instructionindicate the interconnectmemory branch
addressa comparison-seleatnablebit, anda bit to force
asequencejump.

In mostcaseghe PCincrementsaftereachcommunica-
tion clock cycle to pointto the next instructionin theinter-
connectmemory In the figure it canbe seenthat a path
from the crossbarto the interface control doesallow for
somerun-time routing decision-makingegardingtransfer
lengths.Thefunctionality of this circuitry is bestillustrated
throughthe useof a brief example.Considerthe multi-step
transferof datafrom thelocal IP core(FIFO portC;,,) to a
setof destinatiorports.It is known at compiletime thatthe
multi-steptransfemwill beperformedanumberof times,but
the exactnumberof sequences not known. Oneiteration
of thesequencés asfollows:

1: Fifo out (Gn) -> South port (Sout)
2: Fifo out (Gn) -> Wst port (Wut)
3: Fifo out (Cn) -> East port (Eout)
4: Fifo out (Cn) -> Interface port (lout)

The first threetransferscan be accomplishedy three
consecutre statewordsstoredin theinterconnecmemory
which, after decoding,configurethe local crossbar For
thesethreestepsthePCis incrementedollowing eachstep
completion.During the fourth step,a countvaluefrom the
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IP coreis testedby the comparatoto seeif it hasreached
a value of zero. If this value hasbeenreached,the PC
is allowed to incrementonceagainand the next seriesof
communicatiorpatternds started.Otherwisethe PCis re-
setto the addressof the stateword for Step 1 (storedin
NextP(C) andthe sequencés startedagain. This type of
repetitve datatransferover a fixed setof iterationsis simi-
lar to the mechanisrmusedfor DMA transferin currentbus
architecturesNotethatthe Jump signalfrom theintercon-
nectmemorycanalso be usedto force the PCto jump to
the storedNextPC locationto createrepetitve loops. In
theabsencef Jump or apositive valuefrom thecompara-
tor, the PCwill incrementto point to the next interconnect
memorylocation.

3.2 Application Mapping

In this sectionthe stepsneededo mapan applicationto
an aSOCdevice are described.While for this paperthese
stepswereperformedusingbothsoftwaretoolsandmanual
intervention,aneffort is currentlyundervwayto automatehe
entirecompilationprocess.

1. Thefirst stageof mappingis theassignmenodf compu-
tationto cores.An applicationis partitionedonto het-
erogeneousoresbasedon the natureof computation.
For example, high-densitymultiplication is assigned
to multiplier-accumulatorsbit operationsaretargeted
to the FPGAs,and sequentiacodeis assignedo the
RISCs.

2. Portionsof the applicationarewritten in a formatap-
propriatefor the specificcore. This includesC code

for the MIPs R4000,RTL Verilogfor the FPGA,anda
simpleRTL for multiply-accumulate.

3. Sourcesarecompiledfor targettechnologies For ex-
ample, GCC is usedto target the MIPS R4000and
Quartussoftwareis usedto synthesizéhe FPGAlogic
design.

4. Datatransferbetweencoresis brokeninto communi-
cationstreamsvhichfollow shortespathsfrom source
to destinationcores. Wherepossible,communicating
streamsthat passthrougha communicationinterface
are combinedto allow multiple datatransferson the
samecommunicatiorclock cycle throughtheinterface
crossbar

5. Stream data that passesthrough a communication
interfaceis scheduledfor a specific communication
clock cycle basedon datalink availability. Note that
sincecommunications coordinatedhroughoutheen-
tire systemtheschedulesf communicationinterfaces
arecoordinated.Theresultof schedulingfor eachin-
terfaceis a setof instructionsfor its associatednter-
connectmemory

3.3 IPCoreModes

For this paperthreetypesof cores(Altera FPGA,MIPS
R4000,and multiplier-accumulatorspare usedin 9 and 16
coreconfigurationsAs shovn in Figure4, the9-coremodel
contains2 RISCs,1 FPGA and6 multiplier-accumulators.
The 16-coremodel contains4 RISCs, 2 FPGAsand 10
multiplier-accumulators.The diagramshaws a rough lay-
out of the various componentsand their interconnection.
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While eachSoCimplementationis roughly a mesh,cores
arespacedo accommodatearyingcoresizes.

4 Evaluation Methodology

To evaluatethe benefitsof aSOC interconnect,archi-
tectural simulatorsfor FPGA logic, a MIPs R4000, and
a multiply-accumulateunit were used. Thesesimulators
were integratedwith NSIM [15], an interconnectsimula-
tor thatsupportdoth staticanddynamicrouting protocols.
Theflow usedto performthe simulationsappearsn Figure
5. For eachcore, an individual componensimulatorwas
usedto determinecore executiontime until datatransfers
betweencoreswere needed. The network simulatorwas
usedin responseto communicationrequeststo simulate
datatransferin the network. Specificinformationaboutthe
simulatorsincludes:

e SimpleScalasimulator[8] - This scalarmicroproces-
sor simulatorprovides a cycle-accuratesimulation of
the MIPS R4000architecture.The SimpleScalasim-
ulatorwasusedto approximatéheoperatiorof aRISC
processar

e Altera Quartussimulator [5] - This simulator deter
minesthe behaior of RTL-level circuits targetedto
FPGAs.FPGAIlogic block countsweredeterminedy
synthesizinglesigngo hardwareusingthe embedded
Quartussynthesidools.

e NsimParallel InterconnectSimulator[15] - This sim-
ulator determinescommunicatiortime for mesh-type
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Figure 6. MIPS R4000 Bus Arbitration

networks basedon both staticanddynamiccommuni-
cation. The operationof multiple communicationn-
terfacescan be evaluatedsimultaneouslythroughthe
invocation of multiple processingthreads. For dy-
namic routing, paclket headersare usedto determine
datamovement.

To perform accuratesimulation, execution-rateparam-
eterswere set for eachcomponent. The percore clock
ratesusedin our evaluation are discussedn Section5.
Execution-rateparametersvere obtainedby running the
simulatorsindependenthand using polling at the coresto
determinewhenrequesteddataarrived. NSIM schedules
datatransferso that accuratecommunicationcycle times
canbe determined.Following applicationexecution,post-
run statisticscan be gatheredto determinethe numberof
cyclesneededor computatiorandcommunication.

To compareghebenefitoof aschedulednterconnectvith
anon-chipbus,abussimulatorwascreatechasednthear-
bitratedprocessobus of the MIPS R4000architecturd3].
The buswassetto run at its highestarchitecturakpeedof
280MHz,whichis thesameastheclock speedf theR4000
processarAs showvn in Figure®, it takes5 clock cyclesto
finish a write/readtransaction.Neededcyclesincludere-
quest, acknowledge, address, data, andrelease. When
the busis grantedto one mastey all otherrequestgemain
pendinguntil the bus becomesavailable onceagain. The
masteris chosenrandomly by the arbitratorif more than
onerequestrrivesduringthesamecycle.

4.1 Benchmark Designs

The benchmarkausedin our evaluationwere selected
from several importantapplicationdomains: communica-
tions, multi-media, and image processing. Three bench-
marks were selected: an image processingapplication,a
convolutionalencoder/\terbi decodemndanlIR filter.

4.1.1 Image Processing

Thefirst benchmarlevaluatedvasanimageprocessin@gp-
plicationbasedon medianfiltering [1]. In this application,
a medianfilter is appliedto a 60 x 60 pixel image. The
medianfilter movesline by line acrossa picture. The scale
valueof eachpixelis replacedy the averageof thecurrent
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valueandits eight neighbors.The resultof this averaging
is alocal smoothingof color shadesn animage.Thistech-
nigueis effective in increasingoleranceo noise.

In our implementationtwo RISCsand six multiplier-
accumulatorare usedto performcomputation.As shavn
in Figure7, theluminanceof thedarkpixel becomegheav-
erageof the shadevedarea. Theimageis divided into two
slicesandthe multiplier-accumulatorperformthe averag-
ing computationsFor the 16-coreaSOCmodel,four RISCs
andtenmultiply-accumulateoresareused.Computational
partitioning for this aSOCorganizationtakes place along
four slices.

4.1.2 Viterbi Decoding

The secondbenchmarkmplementedvasa communication
channelsimulator This designimplementsthe operations
neededo simulatea communicationchannelencoderand
decoderThe Viterbi algorithm[20] wasappliedin the con-
structionof the decoder Four stagesvereneededo com-
pletethedesign.First, datato betransmitteds fetchedfrom
local memoryfollowed by input encodingusing corvolu-
tional codes[20]. After the encodedsignalwas subjected
to randomwhite Gaussiamoise.the recevedsignalswere
decodedvith a Viterbi decoder

Dueto theirsequentialitythedatageneratoandencoder
were assignedo the RISCs. The multiplier-accumulators
wereusedto implementthe noisegeneratomandto addthe
noiseto the encodednformationbit sequenceFinally, the
decodemvasmodeledon an FPGA. The decodermportionis
basedon single-bitoperationswhich is well suitedto ex-
ploit the fine-grainedparallelismfound in FPGAs. Appli-
cationpartitioninganddataflow is shawvn in the Figure9.

413 IIRFilter

Infinite impulseresponsélIR) filtersarewidely usedn sig-
nal processingFor this benchmarka five stagelIR filter is
realized.Figure8 shavsthepartitioningof computationso
aSOCcomponentsAfter initial pre-processingy a RISC,
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Figure 8. Partitioning of the IIR Benc hmark

eachmultiplier-accumulatoexecutesonestageof multipli-
cationandaccumulationTheresultsaregatheredy a sec-
ond RISC. In the 9-coremodel, onefilter is implemented.
In the 16-coremodel,sincethereare4 RISCsand10 mul-
tipliers, two IIR filters canbe executedat the sametime.

5 Reaults

5.1 Coreand Interface Component Parameters

To better calibrate architecturalsimulations,an initial
layout of both the communicationinterface and several
cores(FPGAandmultiplier-accumulatoryverecreated All
layoutwasperformedin 1.2 microntechnologyto sene as
a preliminary proof-of-concept. To afford comparisongo
othertechnologiege.g.the R4000corein 0.3 microntech-
nology), someparametescalingwasneededasdiscussed
belon. The performancef thekey structureof this system,
the communicationnterface,including interfacecrossbar
interconnecmemory sequencerandFIFO portto thelocal
core,wasevaluatedusingSPICE.

The entirecommunicationnterface,designedn 1.2 mi-
crontechnologyis about6, 000 * 5,000 in sizeandcon-
tainsabout50,000transistors.As shavn in the Figure 10,
theinterfacecrossbais about4, 000\ x 2, 800X in sizeand
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containsabout2,300transistors.In the SPICEsimulation,
thecritical paththroughtheinterfacecrossbain 1.2micron
technologyis about8.5ns. Basedon thefixed-wltagescal-
ing relationshigfor shortchannedevices[17], thepropaga-
tion delayis determinedo be% whenthetechnologyscales
down by afactorof s. Thus,theinterfacecrossharcanbe
expectedto run in 1-2 nS clock in 0.3 micron technology
To allow for consenative estimationwe assumehatthein-
terfacecrossbamoperatesindera 3 nS clock periodat this
featuresize. The layout of the sequencedid not limit the
clock frequeng of theinterface.The sizeof thememoryin
this layoutwas256x32bits.

Through simulation, the multiplier was determinedto
performmultiplicationandaccumulatiorwith aclockcycle
of 5 nS.Theperformancef the FPGAfor eachdesignwas
takenfrom Quartusestimatesandvariedfrom designto de-
sign. All FPGAdesignsequiredfewer than500four-input
look-uptables. Area and performancenformationregard-
ing the MIPS R4000corewastakenfrom [4]. This coreis
approximatelyl.4 mm? in sizein 0.18 microntechnology
andrunsat a clock speedof 280 MHz. Notethatthesefig-
uresdo not considerthe associatedR4000cache. Overall
layoutresultsaresummarizedn Table1.

5.2 Simulation Results

Oncetheperformancef theaSOCstructuresveredeter
mined,it waspossibleto comparehe new staticroutingar
chitecturewith existing bus-basednodels.Sincethe NSIM
tool usedfor simulation also supportsadaptive dynamic
routing [9], numbersusing this packet-switchedapproach
werealso generated.In general thesenumbersshouldbe
consideredor comparatie purposesonly asit is unclear
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| | Speed| Area()’) |
interface 3ns 6000 x 5000
MIPs R4000(w/o cache)| 3.5ns | 4.3 x 107 [4]
multiplier 4ns 1500x 1000
FPGA 20ns | 10000x 10000
FIFO Async | 1500x 2200

Table 1. Component Parameter s

whetherthis type of communicatiorprotocolwould be ap-
propriatefor anSoCervironment.

Thesimulationresultsof thethreebenchmarksisingthe
9 and 16 coremodelsarepresentedn Table2. Thetimes
notedin thetableindicatethe simulatedexecutiontimesfor
eachbenchmarkconsideringthe componentspeedsmen-
tioned previously. The performanceof eachapplication
executedon a single RISC core with attachedmemoryis
providedfor reference.The specifiedink utilization is the
averageof the individual link utilizations acrossall links.
Eachperlink utilization is calculatedby dividing the total
numberof communicationnterfacecyclesby the number
of cyclesthe link is occupiedby valid data. The bus has
only onelink, the 9-coremodelhas12 links, andthe 16-
coremodelhas24 links.

Fromtheresultsn Table2, it canbeseerthatstaticcom-
municationyields substantiallybetterperformancehanthe
embeddedus model. Link utilizationsfor aSOCare sub-
stantiallysmallerthanthe bus sincecommunicatioris dis-
tributed and pipelinedthroughoutthe system. In the im-
ageprocessin@ndIIR benchmarksthebusis fully utilized
while utilization for staticcommunications about10to 20



| | ImageProcessing IR Viterbi
Risc | Bus | Dyn. | aSOC|| Risc| Bus | Dyn. | aSOC | Risc | Bus | Dyn. | aSOC
9cores | Time(mS) || 1072 | 332 151 133 114 | 25.0 22.4 216 || 29.7| 6.4 6.0 55
Link Util. - 100% | 11.1%| 6.3% - 100% | 12.2% | 5.5% - 40% | 24% | 1.5%
UsedLinks - 1 9 9 - 1 7 8 - 1 7 6
16cores| Time(mS) || 1072 | 333 81.1 71.5 114 | 446 | 11.2 109 || 29.7| 8.2 6.4 6.2
Link Util. - 100% | 17.0% | 10.6% - 100% | 24.4% | 13.5% - 84% | 2.8% | 1.2%
UsedLinks - 1 11 10 - 1 14 13 - 1 13 16

Table 2. Performance of the Benchmarks

Figure 10. Layout of the Interface Crossbar

percent. This implies that performancewill likely be im-
proved asthe numberof SoC coresis increased.In effect,
through static schedulingit was possibleto eliminatethe
congestiorcauseddy the bus andheaderoverheadpresent
in dynamicrouting.

Obsenationof theresultsof staticanddynamiccommu-
nicationindicatesthat the former achievesa run time im-
provementfor the benchmarkssersusdynamiccommuni-
cation. Notethattheseresultsarebasedon the assumption
that both staticanddynamiccommunicatiorinterfacesop-
erateat the samespeedwhich generallywould not be the
case. Becauseof the needfor run-time headermprocessing
andvirtual circuit evaluation,the interfacewould likely re-
quireadditionalcompleity, leadingto slower performance.

A limitation of the static architectureis its instruction

memory which may requirethe interfacecontrol circuitry
to be large to accommodata spectrumof communication
patternsFor thebenchmarkghosenn this study thenum-
ber of requiredmemorylocationswassmall (generally5 -
20) dueto theregularity of theapplications.

6 Summary and Future Work

In this paper we have analyzeda new communication
substratdfor on-chipcommunication.The performanceof
this architecturehasbeencompareddirectly to traditional
on-chipSoCbuseswith dynamicrouting usedfor compar
ative reference. The use of scheduleccommunicational-
lows for predictabledatatransferatafastclockrate.Its dis-
tributednatureallows for scalablebandwidthacrossarange
of heterogenousores.It hasbeenshaowvn thatthis architec-
turecanbedevelopedcompactlysothatit canbeintegrated
into a variety of possiblecores.Additionally, this structure
canaccommodateoresof varyingsizesalignedin amesh-
likestructure.

Severalimportanttasksremainin thedevelopmenof the
SoCenvironment.We arecurrentlyin the proces®of adapt-
ing a heterogeneousompiler to our computationalsub-
strate.This compilerdividesapplicationsnto parts,eachof
whichfit into a specificcore. The compilerdetermineslata
communicationdetweerthe coresin a space-timgashion
alongthelinesof [12] andhasthe capabilityto generatén-
terconnectmemorycontentsfor eachindividual interface.
Recentapproacheso heterogeneousoftware partitioning
andsoftware-hardvare co-designhave alsobeenproposed
in [13].

A significantlimitation of the currentarchitectures its
lack of supportfor dataroutingto destinationshataredeter
minedat run-time.Oneapproactthatis underevaluationis
to designatesomescheduledoutingcyclesasdynamic.On
a numberof thesecycles,headersnay be examinedby in-
terfacecircuitry anddestinationnformationmay be stored
in asmallmemory Subsequendynamicdatatransferscan
thenusethis storedheaderinformationto forward datato-
wardthecorrectdestination A high-level view of this type




of approachwaspreviously outlinedin [14], but not subse-
guentlyimplemented.

Thereis still work to be doneto improve hardwareim-
plementation.In our experiments.the communicationn-
terfaceis assumedo run atabout333MHz, whichis about
thesamespeedasa low-endRISC processarlt is believed
thatwith additionalinterfacecrossbaandinterfacecontrol
pipelining,higherrun-timespeedsanbeachieved,perhaps
approachind GHz.
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