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Abstract

Critical systems like pace-makers, defibrillators, wear-
able computers and other electronic gadgets have to be
designed not only for reliability but also for ultra-low
power consumption due to limited battery life. This
paper explores architecture, logic and circuit level ap-
proaches to this tradeoff. Fault tolerance techniques
at the architecture level can be broadly classified into
spatial or temporal redundancy. Using an example of
counters (Binary and Gray) we show that temporal re-
dundancy is best suited for these ultra-low power and
low performance systems as it consumes 30% less power
than an area redundant technique. Circuit techniques
allow power-reliability tradeoffs of about 50% in each
measure. A methodology is developed based on low-
level fault simulation using SPICE, which allows de-
tailed circuit models for both power consumption and
reliability in current and future CMOS technology.

1. Introduction

Critical systems, ranging from medical applications
like pace-makers and defibrillators to the emerging
wearable wrist-watch computers, utilize embedded bat-
teries. Due to the limited battery life along with the
fact that in many of these systems batteries cannot
be replaced or recharged, the circuits used in these
systems should be extremely low-power. At the same
time the criticality of these systems warrants the use of
fault-tolerance techniques to ensure reliable function-
ing. CMOS technology scaling trends are also resulting
in circuits with higher power consumption and lower re-
liability. This paper uses 4-bit real-time counters as an
example to study fault-tolerance techniques at several
levels and illustrate the tradeoff between power con-
sumption and reliability of a system.
Traditional fault tolerance schemes like Triple Mod-

ular Redundancy (TMR) provide a high degree of fault-
tolerance while maintaining performance at the cost of
more than two times the area and power consumption.
Most of the above mentioned systems are relatively low

performance but are power critical and hence motivate
the study of the impact on power consumption due to
incorporation of fault-tolerance.
The remainder of paper is organized as follows: Sec-

tion 2 discusses two logic implementations of counter
which were considered for this study. Section 3 dis-
cusses the metrics and methodology used to measure
fault-tolerance and power. Section 4 discusses methods
of improving these counters by means of adding redun-
dancy (architecture level) and by redesigning some cir-
cuit blocks (circuit level). Finally, Section 5 discusses
some conclusions and future work.

2. Counters

In this section we discuss the implementation of Bi-
nary and Gray counter which were considered for this
study. Fault detection techniques for these counters are
also discussed. Binary and Gray counters are studied
in this paper but the same technique can be extended
to almost any circuit. Counters were taken as an exam-
ple for this study as they are an integral part of these
systems and may be used as a timer or as a address
generator as they provide two different state encoding
of a counter.

2.1. Binary Counter

The Binary counter is the simplest and most com-
monly used counter. Goutis in [1] proposed a technique
for making the Binary counter fault secure. A property
of the T flip-flop was used for detecting errors. Figure 1
shows the circuit implementation of a T flip-flop based
counter with fault detection logic.
Typically in CMOS, Binary counters are imple-

mented as shown in Figure 2 rather than using a T
flip-flop. Since this implementation uses a D-flip flop
(or a latch) and not T-flip flop, the algorithm proposed
in [1] cannot be directly applied to this counter. How-
ever an alternate scheme can be used where the parity
of the enable signals (EN1, EN2 ... ENn) indicate
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Figure 1: Binary counter with fault detection using
T-Flip ¤op

whether the parity of the next state will change or not.
Hence instead of the T1, T2 ... Tn signals in figure
1(b), signals EN1, EN2 ... ENn can be used to detect
a fault. It can be seen that Figure 1 and Figure 2 are
similar implementations of the Binary counter except
for the memory element. We are going to consider the
implementation shown in Figure 2 for this study as it
is a popular implementation and also makes it easy to
compare Binary counters with Gray counters.
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Figure 2: Binary counter using a D-Flip ¤op

2.2. Gray counter

Binary counters are not intuitively very power effi-
cient since there are multiple transitions when switch-
ing from one state to the next. The Gray counter can
be lower-power, since there is transition in only one flip-
flop when switching states. This reduction in switch-
ing activity can save a significant amount of power al-
though intermediate logic may have more transitions.

Use of Gray code counters has been proposed to save
power in the control path of embedded processors [2].
Work has been done to prove the advantages of Gray
code addressing in the context of bit changes on the
address lines and hence a reduction of switching ac-
tivity by 30-50% during normal program execution us-
ing a Gray code counter [3]. However, implementing
a Gray counter is not as simple as designing Binary
counters. A significant amount of logic is required to
determine the next state of the counter. This logic is
usually (n − 1) gates deep for a n-bit counter and de-
pends on all the bits of the previous state and their
complements. All this logical complexity might end
up making the Gray counter more power hungry. As
shown in Figure 3, a segmented Gray counter[4] can
be used to reduce the amount of logic required with
just a slight increase in the switching activity. Detect-
ing faults in a Gray counter is very easy as with every
state change the parity of each segment keeps toggling.
A circuit implementation of the Gray counter is shown
in Figure 4.
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3. Fault model and fault sensitivity analysis
methodology

Faults can be broadly classified into permanent and
transient faults. Permanent faults are usually caused
during the manufacturing stage while transient faults
are caused in the field. Reasons for transient fault in-
clude radiations, cross talk and power transients. It
has been shown that 80% of system failures is due to
transient faults [5, 6]. Hence, for this study we are
considering only transient faults.
Several fault models for transient faults have been

proposed [7, 8]. For the purpose of this study we are
using the model presented in [7], which models any
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transient which results in collection of charge on an ac-
tive node (eg. α−particles). The transient is modeled
as a double exponential injection current given by :

Iinj(t) = I0(e−t/τ1 − e−t/τ2) (1)

where I0 is the maximum current, τ1 is the collection
time constant for a junction and τ2 is the ion track
establishment time constant.
Using this fault model a fault sensitivity analysis

can be done to compare two types of counter imple-
mentations. Recent work [9] has shown that the fault
sensitivity analysis for an α-particle induced transient
can be performed at an early stage in the design cycle
of VLSI circuits.
A metric called the Probability of Failure (POF )

has been proposed in [9]. The POF is given by

POF =
n∑

i=1

wiĒi , wi =
As,i∑n
i=1 As,i

(2)

where As,i is the area of the node i. Ēi is given by

Ēi =
1
k

k∑
i=1

Ei , k = p · q · r (3)

where p is the number of states(2n for n-bit counter) for
which the simulation was performed, q is the number
of injection levels considered and r is the number of
time instances at which faults were injected. Ei, the
outcome of a fault injection experiment is given by

Ei =



1 if the injection into node i results in

a faulty output
0 otherwise

(4)

The number of α-particles hitting a circuit is di-
rectly proportional to the active area of the circuit (α-
particles hit does not create free charge carriers if it
hits a non active area [10]). Hence, to compare differ-
ent implementations of the counter, active area of the
counter should be taken into account. Hence we define
a new metric called Fault Vulnerability (FV ) as

FV = POF ∗ Active area of circuit (5)

To measure POF and FV a scripted set of simu-
lations were used to perform exhaustive analysis. The
overall tool flow is shown in Figure 5.

1.  Create a list of nodes

2.  Run SPICE simulations 
     with fault at  one node

3.  Repeat step 2 for  various
     charge generated , inputs
     (states),  time instances

4.  Compare the outputs to 
     detect errors.
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Figure 5: Tool ¤ow for measuring Reliability and
Power

4. Improving fault tolerance of counters

Exhaustive simulations shown in the tool flow (Fig-
ure 5) were performed using the above mentioned fault
sensitivity analysis method on a 1.2µ CMOS process.
All the nodes of the counter were considered for a sin-
gle fault and all the possible states of a 4-bit counter
were covered. Several injection levels were also consid-
ered. Simulation results of the counters without any
optimization is shown in table 1.

Counter POF FV Power
Binary 0.178 127.6 0.052mW
Gray 0.080 96.6 0.038mW

Table 1: Comparison of counter without any opti-
mization

Two approaches were considered for improving fault
tolerance of the counter. First method involves in-
corporating redundancy in the counter to make them



fault-tolerant. The second method looks at redesigning
some of the blocks to make the counter fault-tolerant.

4.1. Incorporating redundancy in the counters

In general spatial(area) or temporal(time) redun-
dancy can applied to a circuit to make them fault-
tolerant. Area redundancy can be applied to coun-
ters in a very simple form of Dual Modular Redun-
dancy(DMR) (Figure 6) or Triple Modular Redun-
dancy(TMR) wherein redundant counters are added
and the final output is the majority vote of these coun-
ters. Clearly adding any type of area redundancy in-
creases power consumption significantly (by a factor of
2 or 3).
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Figure 6: Architecture of area redundant (DMR)
counter

We propose to incorporate time-redundancy in the
counters. This approach limits hardware overhead,
leading to reduced power consumption. In our time-
redundant technique, an errant output is recomputed
in an attempt to recover from transient faults.
Figure 7 illustrates our implementation of the time-

redundant technique. During normal operation the
counter output is stored in an enabled register. In case
of an error, the previously-stored correct value is loaded
into the counter. The counter is then given a clock to
recompute the next state. The additional hardware re-
quired includes an enabled register, multiplexers, and
control logic for load and clock signals. Power is saved
since error recovery logic is used only after an error
has been detected. Thus, this technique is appropriate
for ultra-low power and low performance systems.
For single faults, area and time redundant tech-

niques discussed above result in 100% reliability. The
power consumed by these implementations is shown in
table 2.
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Figure 7: Architecture of time redundant counter

Counter Type Power
Area Redundant Binary Counter 0.1123mW
Time Redundant Binary Counter 0.0822mW
Area Redundant Gray Counter 0.0806mW
Time Redundant Gray Counter 0.0623mW

Table 2: Power comparison of area and time redun-
dant counters

4.2. Circuit-level fault tolerance

A counter consists of a set of memory elements (flip-
flops) which holds the current state of the counter and
logic which determines the next state based on the pre-
vious state. Since flip-flops are bistable elements, they
are more sensitive to transients than the logic gates.
Hence, any attempt to redesign counter components
should start from the flip-flop. A Transient Pulse Tol-
erant Latch (TPTL) proposed in [11] can be used to
improve the fault tolerance of the flip-flop and hence of
the counter. RC circuit helps in filtering out the high
frequency transients(Figure 8). Several RC values were
used (ranging from 5-20K ohm, 75ff-300ff) to see the
effect of TPTL on fault-tolerance and power (Table 3).
Results show that with increase in resistance and

capacitance the reliability of the counter increases at
the cost of increased power (Figures 9 and 10). The
gain in terms of reliability however saturates at about
10K ohm and any further resistance increase results in
additional power cost.
Another technique which might provide improve-

ment in fault-tolerance is to increase the size of tran-
sistors [12]. Increasing the size of the transistor re-
duces the magnitude of the offset node voltage of the
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Figure 8: Transient Pulse Tolerant Latch (TPTL)

Counter POF FV Power
Binary Normal 0.178 127.6 0.052mW

5K ohm 0.152 109.0 0.058mW
10K ohm 0.103 73.8 0.065mW
20k ohm 0.100 71.7 0.073mW

Gray Normal 0.08 96.6 0.038mW
5K ohm 0.062 74.9 0.044mW
10K ohm 0.053 64.0 0.051mW
20k ohm 0.052 62.8 0.061mW

Table 3: Comparison of counters using various re-
sistance values
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Figure 9: Effect of resistance on reliability

transient and thus improves reliability. Only selected
highly sensitive nodes should be resized to improve
the fault-tolerance without increasing the area signifi-
cantly. Critical nodes were sized by a factor of 2-6 and
their effect on fault-tolerance and power was studied
(Table 4). This technique resulted in an area penalty
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Figure 10: Effect of resistance on power

ranging from 7% to 20%.

Counter POF FV Power
Binary Normal 0.178 127.6 0.052mW

2X 0.147 111.7 0.066mW
4X 0.080 64.2 0.082mW
6X 0.040 33.8 0.098mW

Gray Normal 0.08 96.6 0.038mW
2X 0.055 70.3 0.055mW
4X 0.029 39.2 0.072mW
6X 0.015 21.3 0.088mW

Table 4: Comparison of counters using various
transistor sizes

Results show that the reliability of the counter in-
creases with increase in the size of the transistors, again
at the cost of increased power (Figures 11 and 12). A
significant gain in reliability is observed as the size of
the critical devices is increased. If the size of devices is
further increased, reliability will improve but it might
not be power efficient to increase the size of the devices
beyond a certain limit. A sizing factor can be deter-
mined based on the power budget for the system (or
the circuit).

5. Conclusions and Future work

From this work we can conclude that conventional
low-power and fault-tolerance design techniques are at
odds (Figure 13) and some guidelines and novel de-
sign techniques are required to address both objectives
simultaneously. At the architecture level time redun-
dancy should be employed wherever possible to im-
prove the fault-tolerance of the system. It was shown
that time redundant techniques end up consuming up
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Figure 13: Power and reliability trade off

to 35% less power as compared to the area redundant
technique. Two types of circuit techniques were dis-
cussed and a need for exploring other techniques was
motivated. Circuit techniques allow power-reliability
tradeoffs of about 50% in each measure.
Future work involves developing novel circuit tech-

niques which address both the low-power and fault-
tolerance issues. A faster fault-simulator based on logic

simulation will help in making this analysis feasible
for larger circuits. To perform the study for modern
and future technologies there is a need to develop fault
models for latest technologies. Also many of the ultra-
low power systems contain fault-sensitive mixed-signal
circuits and hence it is important to perform similar
studies for mixed-signal circuits.
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