Earbeamer: A Parallel Beamforming Hearing Aid System

Niket Gupta, CSE, Aaron Lucia, CSE, Nathan Dunn, CSE, and Matteo Puzella, EE

Abstract—Earbeamer is stationary, wall-mounted hearing aid system targeted at the senior citizen population that allows users precise control over the volume of particular individuals within the room. By applying beamforming in parallel over a microphone array, the audio of each identified individual is isolated, and may be attenuated or amplified. Through an Xbox Kinect, the movements of each individual are tracked, ensuring that a conversation is unimpeded regardless of movement within the room.
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1 INTRODUCTION

Hearing loss is a common problem among the senior citizen population. As we get older, parts of the inner ear that are sensitive to sound begin to atrophy— a process that is often exacerbated by many factors that are commonly found among the elderly, such as diabetes, high blood pressure, and even some chemotherapy drugs. Presbycusis—age related hearing loss affects about 1 in 3 Americans over the age of 65 [1]. By age 75, this number increases to about 1 in 2.

Its prevalence is concerning, as adequate hearing is a vital requirement for communication. The typical onset of presbycusis coincides with many major social changes in the life of an individual. An individual may be facing retirement, or losing mobility due to age-related ailments.

The loss of these social interactions can compound with hearing loss and have profound effects on cognition. In one study of 2,304 adults with individuals with hearing impairments, those without hearing assistance were 50% more likely to suffer from depression [2]. A separate study found that dementia progressed more quickly among the hearing impaired population than a healthy population, with cognitive performance declining 30 to 40% faster over an equal period of time [3].

1.1 Existing Solutions

The current hearing aids in today’s market fall under two categories: analog and digital.

Analog hearing aids pick up sound, amplify the sound, and feed it into the users ear. Analog hearing aids can have certain settings for certain environments if requested to the audiologist [4]. This means that the aid can be adjusted to a specific volume depending on the environment the user is in, whether it be on the highway stuck in traffic or in the house watching television. However, analog hearing aids cannot distinguish between the sounds the user wants to hear and the sounds the user does not want to hear [4].

Analog hearing aids have begun to become obsolete in favor of digital hearing aids. Digital hearing aids contain a microchip that acts as a computer database in order to help the users hearing loss [5]. The digital hearing aid picks up the sound, and converts the analog signal into a digital signal. The ability to convert the signal to digital allows the hearing aid to filter out background noise frequencies and amplify frequencies that are desired, like human speech [5]. The audiologist has more control in adjusting the hearing aid for the user because of the digital conversion. A common complaint with the digital hearing aids is the price tag. The average price of a digital hearing aid ranges from $1500 to $3500[6]. Also, the digital hearing aid gathers all sound coming from every direction of the user before any signals are filtered. Therefore, even if the hearing aid is customized to filter out background noise and only amplify human speech, the user does not have control over what conversations he or she will hear.

The current hearing aid market also provides hearing aids that use beamforming. The beamforming hearing aid consists of multiple omnidirectional microphones that form a beam signal [7]. It helps attenuate background noise while focusing toward the target sound. A common polar amplification pattern for a simple beamforming hearing aid is a cardioid. By delaying microphone outputs from the sides and rear of the hearing aid, sounds arriving from those directions can be attenuated, while sounds arriving from directly in front of the user are amplified.

The issue with the beamforming hearing aids is that the sensitivity of the hearing aid drops off at low frequencies, like 1000 Hz [8]. In order for the beamforming hearing aid to accommodate this situation, additional gain must be implemented in the hearing aid to hear low frequencies. However, additional gain comes at the cost of internal noise in the hearing aid, which is unwanted [8].

As mentioned above, all current solutions have a flaw that hampers the users use of their respective hearing aid. Kochkin found that a quarter of individuals who own hearing aids but do not use them cite poor performance amid background noise as the primary reason [9]. Further, as is shown by the polar of the directional hearing in Figure 1, many current directional solutions are dependent upon the listener physically looking at a target to obtain maximum amplification. However, this is often not the case in an actual conversation. There are many instances where a participant in a conversation may not be actively looking at other participants, such as when they are looking at a television,
Fig. 1. Cardioid Pattern response for directional hearing aids. 90° represents the area directly in front of the user or moving through the room. In these scenarios, a listeners ability to perceive the conversation should not be hindered by head position.

1.2 Requirements
Noting the two above scenarios, we have proposed a hearing aid system that allows an elderly user:

1) To selectively attenuate or amplify nearby human targets within an indoor space, essentially giving the user the ability to mute or turn the volume up on individuals within the room.
2) To move about the room without negatively affecting the amplification of their conversation

We achieve both of these goals using beamforming through a stationary array of microphones within the room, a process that we will describe in detail in Section II.

1.3 Specifications
The specifications for the hearing aid system are summarized in Table 1:

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array Width</td>
<td>&lt; 2m</td>
</tr>
<tr>
<td>Target Identification Range</td>
<td>&gt; 20ft</td>
</tr>
<tr>
<td>Angle of Operation</td>
<td>30° to 150°</td>
</tr>
<tr>
<td>Maximum Number of Targets</td>
<td>&gt; 4</td>
</tr>
<tr>
<td>Beamwidth</td>
<td>&lt; 15°</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>600–2400 Hz</td>
</tr>
<tr>
<td>Delay</td>
<td>&lt; 300ms</td>
</tr>
</tbody>
</table>

TABLE 1  Specifications for Device

Size and Range of Device: To formulate our specifications, we made the assumption that the system will be operating within a users home in a space reserved for entertaining guests, such as a family or living room. Considering a 20 x 20 living room, this assumption provides the maximum distance that the system must identify and listen to targets, as well as the maximum allowed size of the system.

Within the relatively small space of a living room, it is important to ensure that any potential device does not disrupt the normal daily life of any occupants. We desire a wall-mounted system to leave as much floor space for the occupant as possible. The system should also not overtly draw attention to itself and dominate the room. To accomplish this, we set a device size limit of 2 meters in length, about the size of a large hanging piece of artwork.

Beamwidth: To effectively isolate the output of sound sources, we must be able to encapsulate each target within distinct, non-overlapping beams, as seen in Figure 2. If each target is centered within a beam, then the 3dB beamwidth of that beam must not intrude into the 3dB beamwidth of another beam. We considered a typical living room couch seat as the minimally spaced placement that any two people will be arranged within the room, as seen in Figure 2. If a typical couch cushion is 25 in width, and the couch is 8 from the wall, then the minimum beamwidth is approximately 15°.
There is a long history of acoustic beamforming projects in the UMass ECE department [12][13][14][15]. Project Sauron from 2016 left behind a significant amount of valuable hardware, from microphones to a 16 channel ADC. To save on costs, we have aimed to utilize these features within our own project.

However, while using past hardware, we seek to improve upon the performance and usability of previous design projects. One of our aims is to automate the system as much as possible while allowing the user to control only what is relevant, specifically which individuals they would like to isolate and hear. The Microsoft Kinect plays a key role in allowing this automation with its ability to identify and map unique individuals. The mobile app displays this data and allows for user selection. The software program performing the beam-forming processes the audio streams from the beam-forming array and outputs them to the users headset. An overview of this system is shown in Figure 3.

2.2 Microphone Array

The microphone array is the method through which sound is sampled spatially from the environment. Through classes such as ECE 313 and ECE 563, we are familiar with how an analog signal may be sampled in time by a set sampling period. An array of elements displaced by a set distance d samples the same signal with a relative phase shift between elements. By adding the output of each element together, signals from certain directions are added constructively, while signals from other directions are added destructively.

An array of elements with identical radiation patterns can be described by a term called the array factor, which for a one-dimensional linear array of n elements can be written as:

\[ A(\phi) = a_0 + a_1 e^{jkd\cos(\phi)} + \ldots + a_n e^{jnk\cos(\phi)} \]

\[ A(\phi) = \sum_a a_n e^{jnk\cos(\phi)} \] (1)

Where d is the distance between microphones, k is the wavenumber of an incoming wave, phi is the direction of propagation for the sound wave, and an are complex coefficients [16]. This sum of complex exponentials completely describes the geometry of the array, with each term representing the relative phase shift resulting from the time that it takes for a wave to propagate from element to element.

The array factor has a dramatic effect on the directivity of the array. For a wave incoming at a direction of phi, if each element has an identical power gain of G(phi), then the gain of the entire array system Gtot(phi) is [16]:

\[ G_{tot}(\phi) = |A(\phi)|^2 G(\phi) \] (2)

For example, Figure 6 contains a polar plot of the term |A(\phi)|^2 for a linear array of 8 elements, with coefficients a0 = ... = a8 = 1/8, meaning that each element is equally weighted. In this scenario, the maximum power gain occurs when a wave is arriving perpendicular to the linear array, at 90°, also known as broadside. Intuitively, this is the direction where all microphone inputs add together in-phase.
By changing the coefficients $a_0 \ldots a_n$ to a set of complex exponentials, each sampling element provides a phase shift (i.e. a time delay) to the signal that it is sampling. The direction of the main beam in the polar plot of $|A(\phi)|^2$ can be translated to another direction, called the steering angle. Figure 5 displays the array pattern for a beam aimed 35\degree from broadside.

From (2), we can see that there are two terms affecting the power gain polar pattern of our linear array:

- $G(\phi)$ determined by the microphone selection
- $|A(\phi)|^2$ determined by the geometry of the microphone elements

By optimizing both of these terms, we can minimize the beamwidth of the array, and meet our specifications.

### 2.2.1 Microphones

For microphone selection, we had access to the 16 omnidirectional ADMP510 MEMS microphones used in the SDP 16 beamforming project. As the SDP 16 team noted, this particular model of microphone has a relatively linear frequency response within the frequency band targeted by our system [15].

Given this property of the microphones, we decided to use SDP16s microphones within our own design, to ensure that all frequencies within the targeted band are amplified equally. However, as we are receiving these microphones used, we will need to complete a verification procedure on each microphone, to ensure that it is still functioning after storage. To accomplish this calibration procedure, we will record low, medium and high frequency tones on each microphone, and then play each tone back. If the playback
Fig. 8. Frequency response for the ADMP510 microphones. Note the flat response over the targeted band 600-2400 Hz.

tone matches the original tone, then we can verify the microphone as functional.

Note that these microphones are omnidirectional, so tones are uniformly amplified in terms of direction. Thus, (2) simplifies to:

\[ G_{\text{tot}}(\phi) = |A(\phi)|^2 \]  

(3)

2.2.2 Array Geometry

As (3) shows, the array factor is the only term that determines the directivity of the array. Therefore, in order to optimize the beamwidth, we need to select an optimal microphone geometry.

Orfanidis shows that for a uniform linear array, the 3dB beamwidth may be approximated as [16]:

\[ \Delta_{3dB} = \frac{0.886\lambda}{\sin(\phi_0)Nd} \]  

(4)

Where \( \phi_0 \) is the steering angle, \( \lambda \) is the wavelength of tone, \( N \) is the number of microphones, \( d \) is the microphone distance, and \( b \) is a factor dependent on the weighting applied to each microphone.

(4) shows that beamwidth will increase as the beam is steered towards 0 or 180°, and as frequency decreases. This creates an issue for our beamformer, as it means that different frequencies within the human speech spectrum will produce different beamwidths.

Increasing \( d \) or \( N \) will decrease beamwidth, but the distance between microphones cannot be increased beyond \( \lambda L / 2 \), where \( \lambda L \) is the largest wavelength within the targeted frequency band. This is the Nyquist criteria for spatial sampling through arrays, analogous to the Nyquist frequency for sampling in time [16]. If the Nyquist criteria is exceeded, then additional beams will appear that are equal in magnitude to the main beam. This is known as spatial aliasing, and an example may be seen in Figure 7.

With this knowledge in mind, we analyzed SDP16s array. The SDP16 team used a nested array as pioneered by [17], where the targeted frequency band was split into smaller bands, and then subarrays were constructed out of the 16 available microphones. By sharing microphones between subarrays, each subarray could be allocated 8 microphones.

However, for the SDP16 array, within each band, approximately half of the frequencies would exceed the Nyquist Criteria, as shown in Table 2:

Figure 9a and 9b demonstrate the negative effects of exceeding the Nyquist criteria. As our system implements beamforming in parallel, the spatial aliasing would add even more noise, as the additional beams will each produce an aliased beam.

To correct this issue, we divided the targeted frequency band into octaves, as Smith originally did. For a frequency band \([f_L, f_H]\):

- For each octave \([f_{iL}, f_{iH}]\), a subarray was created with microphone distance \(d_i = 1/(2f_{iH})\), to avoid aliasing
- Each successive subarray had a microphone distance \(d_i = 2d_{i-1}\), to share as many microphones as possible
- All subarrays were allocated the same number of microphones, to ensure that the array response to each band was identical

With these requirements, we could create three arrays targeting [600, 1200],[1200, 2400], and [2400, 4800] Hz. By eliminating the highest frequency band, we could increase the number of microphones allocated to the lower bands from 8 to 11 microphones. Internal tests among the team found that speech was still intelligible lacking the higher frequencies.

The array performance is summarized in the table below, for the best and worst cases frequencies:

<table>
<thead>
<tr>
<th>( d/\lambda )</th>
<th>Steering Angle</th>
<th>Beamwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda / 4 )</td>
<td>90</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>36.9</td>
</tr>
<tr>
<td>( \lambda / 2 )</td>
<td>90</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 3: Earbeamer Array Performance

As shown in Table 3, beamwidth suffers when the steering angle is directed towards its maximum angle of 150°. However, beamwidth in the regions directly in front of the array, from 60 to 120 degrees remains relatively close to the specification. This is likely the best performance we can achieve with our current 16 channel Analog to Digital converter. From Equation 4, the only way to narrow beamwidth further is to add more microphones, but that would require purchasing an ADC that is outside the range of our budget.

2.3 Beamforming Algorithm

Our beamforming algorithm uses a delay-sum technique, where a different time delay is applied to each microphone.
Fig. 9. The left plot shows the SDP16 arrays response to a 3500Hz signal when the array is steered to 150°, creating an aliased lobe at approximately 60°. The center plot shows SDP16s array response when beamforming is performed in parallel, and aimed at 30, 90, and 150 degrees. The spatial aliasing at 135 and 55 degrees adds a significant amount of unwanted amplification to the field. The far right plot shows the highest frequency for the Earbeamer array, pointed at the same locations, with no spatial aliasing.

Fig. 10. The Array Geometry for the new Earbeamer array. 16 microphones are shared between a [600,1200] band with d= 7cm, and a [1200,2400] band with d = 14cm.

in the array before combining the signals together. By calculating the delays using the position we wish to target, we can align the phase of the signals sourced from that location causing constructive interference, thus theoretically amplifying the audio only from that location.

\[ y[n] = \sum_{m=0}^{M-1} x[n - m\tau] \]  

(5)

The beamforming algorithm was implemented using a pipelined approach in C++. The idea behind the pipelined approach is that we can be constantly reading in audio data, which has an I/O cost associated with it, while performing calculations on the previously received audio at the same time. This way, we would be given the sample length to perform all our calculations. We use 3 rotating buffers per microphone, reading from two of them, and writing to the third to minimize memory movements and have a seamless flow through the audio. Using a sample rate of 16kHz and a sample size of 1024 samples, each buffer would hold 64ms of audio data.

One of our concerns was the amount of time the beamforming calculations would take for a single beam. As we are interested in calculating multiple beams, it is important that we can perform the calculations much faster than the time each sample takes. After running tests on our beamforming algorithm, we calculated that on average it takes under 200us to perform the beamforming calculations for one beam, well under the 64ms we have.

2.4 Anti-Aliasing Filter and ADC

The purpose of the anti-aliasing filter block is to cutoff sounds after a certain frequency. This filter comes before the Analog to Digital Converter, a device that converts the signal from analog to digital before being sent to the computer.

We have two main requirements for the filter: we desire a sharp attenuation drop at the cutoff frequency, and a delay response that does not interfere with the beamforming algorithm. The latter requirement is because the filter does not affect all frequency components equally; some frequency components may be delayed more than others. Since our beamforming algorithm relies on delaying microphone inputs, unintended delays can damage our ability to recover a desired signal when microphone outputs are added together.

We can evaluate the effect of the filter on the delay of various frequencies by measuring the group delay. Group delay is the rate of change of transmission phase angle with respect to frequency [18]. Figure 11 gives a helpful visual of the appearance of group delay over the human speech frequency. This is the group delay of the RC filter plotted through PSPICE. Our cut-off frequency was 2.4 kHz because we want to use frequencies 2.4 kHz and below. The goal is to have no change in group delay in the pass band (0-2.4 kHz).

The highest possible sampling rate we can achieve with our ADC is 16000 Hz, or about 1 sample every 62µs. We
cannot allow the group delay to exceed this value, or else the audio may become distorted after beamforming. In this case, the biggest change of delay in the pass band was 33.154 us because of the change in group delay from 0 to 2.4 kHz. Other types of filters affect the drop off in attenuation and group delay differently from one another.

Through SPICE, we explored and simulated multiple filters for the microphones that applied to our requirements. Rather than building an RC series filter which gives a 3dB drop off at the desired cutoff frequency, it is preferred to have a sharper drop off at the cutoff frequency. There are well documented filter designs that can achieve sharper cut-offs using capacitors and inductors [19]. In order to use these types of filter, we use a method called the Insertion Loss Method. This method is designed to combine capacitors and inductors on a circuit board in order to give the designer more control of filters attributes, like attenuation drop off and group delay.

The two filters that use the Insertion Loss method for sharp attenuation drops are the Butterworth filter and the Chebyshev filter. The Butterworth filter, as shown below in the figure, does not drop off in attenuation until we reach the cutoff frequency. The drop off in attenuation is linear after the cutoff frequency. The Chebyshev filter, a filter built in the same fashion as the Butterworth filter, offers a sharper drop off in attenuation at the cutoff frequency [19]. However, as mentioned before, the greater the change in group delay in our desired passband, the bigger the interference with the beamforming algorithm. We therefore took a look into the linear phase filter. The linear phase filter, another circuit using the Insertion Loss method, can achieve a very good delay response at the expense of a very slow attenuation drop off at cut off frequency. Table 4 shows the changes in group delay when having a cut off frequency of 2.4 kHz.

Before MDR, the initial approach to the hardware filter was to have a cut off frequency at 2.4 kHz, because that is the frequency band we need for the project. A suggestion made by Professor Kelly was to design the hardware filter that achieves a drop off in attenuation at 8kHz, because the target frequency band we want to use is from 0 to 2.4 kHz. The group delay does not affect frequencies far away from the cut off frequency. Once the filtered signal is sent to the analog to digital converter, the signal would be sampled at 15 kHz. From there, we can use a software filter to extract only the human speech frequency spectrum. Since MDR, we have decided to use the simple RC filter to eliminate aliasing, due to its favorable group delay performance.
2.5 Xbox Kinect

A key component of our hearing aid system is the ability to identify targets within the room, and determine the location of each target relative to an array of microphones. These coordinates are used to dynamically aim our beamforming algorithm as targets move about the room. To accomplish this, we needed a robust computer vision system with a depth sensor that had adequate range to cover a typical living room. The Microsoft Kinect for the Xbox One fulfilled these requirements.

The Kinect uses a Time-Of-Flight system to gauge depth. An infrared emitter emits pulses of infrared light, and an infrared sensor records when the pulse is reflected back. By recording the time required for the reflection to arrive, the relative distance of a point in space may be calculated. Using this system, the Kinect is able to maintain an effective range of 0.5 to 4.5 meters \[20\], which more than meets our minimum range specification of 20 feet. Further, the TOF system used in the Kinect for Xbox one has been proven accurate to a depth of 1mm \[21\], which is more than adequate resolution for aiming the beamformer.

To test and demonstrate the skeleton tracking for our MDR, a program was written to extract coordinates from any target that entered the field of view, calculate the relative angle of that target to the Kinect, and display the angle on a screen. A screenshot of this application is shown in Figure 13.

Through the course of this testing, it was found that the angle of view of the Kinect was only about 60°, as shown in Figure 16 of the Appendix. Originally, we intended to place the Kinect directly below the microphone array, so that the origin of the Kinects coordinate system would align with the center of the array. However, our specification requires that any target from a 30° to 150° degree angle be selectable. To accommodate this, we must offset the Kinect to have a better view of the room, and then translate the returned coordinates to a system with the array center at its origin.

2.6 iPhone Application

The phone application is the single point of interaction for the user. It communicates with the central processing software running on the computer. Web socket technology has been chosen to allow for communication between mobile application and computer application. This is a versatile, platform-agnostic protocol that is supported on many platforms. More importantly, it allows two-way communication in an arbitrary manner: either party can send a message to the other at any time.

To create the application, an understanding of iOS application development is required, which is something that must be learned. Specifically, development will be done in the Swift programming language using the Xcode IDE. This was chosen as it is modern and well-supported, targeting interactive application development of all kinds. Software development techniques learned in the past have been and will be useful in learning this new platform and problem-solving during the development process.

The computer will run a server to establish a connection with the application over a network. This web socket server is created running on the node.js JavaScript environment. It listens on a port to establish a link with clients, in this case the application. The socket.io engine was used to implement this functionality. In addition to support for running the server with node.js, there is a socket.io library available for iOS Swift development which was integrated into the mobile application.

What the user sees is a graphical display of each target as shown in the figure. The room layout on the display will have a fixed orientation, with a fixed reference point indicated. When the target locations are updated on the main
processing software, they will be sent by the server to this application. These changes will be reflected by moving the position of each target indicator on the phone. Each target displayed on the application can be pressed, and when it is, the phone sends this information to the server which alerts the system that a change in processing is required either to enable or disable a specific target.

To test the functionality of this subsystem a mobile application was designed and created. Then a server was set up and the application was deployed on an actual iPhone device. Both devices were connected to the same WiFi network. Pressing one of the target indicators on the app generated messages on the computer, reflecting which target was toggled. This showed that arbitrary communication was possible between the two devices. Further work must be done to make the app more interactive and dynamic.

3 PROJECT MANAGEMENT

As each team member has unique professional and educational experiences, we divided the implementation of the project subsystems according to our particular strengths:

- Matteo Puzella is our sole Electrical Engineering major, with a particular interest in microwaves. He is applying his knowledge of filters to our project, as well as contributing to some of the more physical aspects of the project.
- Aaron Lucia has an interest in system design, but also signal processing, and he is applying that to the beamforming algorithm.
- Nathan Dunn has previously completed an REU that involved image processing, so he implemented the Kinect integration. He also completed research into the physics and dynamics of a beamforming array, helping with the design of the microphone array and the techniques of improving the beamforming.
- Niket Gupta has developed an interest in mobile application development through past personal projects, and is working on the user interface with the mobile phone app, as well as figuring out the analog to digital conversion of the microphone signals.

With these assignments, the Ear Beamer team has successfully met its MDR objectives with deliverables beyond the initial plan shown in Figure 16 of the Appendix. All subsystems have been shown to work successfully and the next objective is complete system integration. With an initial focus on modelling beam-forming performance, we continued working to implement the hardware subsystems. Currently the software and hardware subsystems are working successfully with synthetic inputs, without communication with other parts of the system directly. They are all reading or processing data appropriately but must be patched together before the system will be fully functional.

Members of the Ear Beamer team have been assigned specific roles as shown in the figure, but continue to assist each other as needed. Weekly team meetings and adviser meetings help facilitate continued progress. In addition, the team communicates frequently using a chat application called Slack, with occasional Skype group video calls.

The Ear Beamer is proceeding on schedule. We plan on having a working product and be able to present it for CDR in March. After CDR, we plan to implement Chebyshev weighting on microphones and prepare for demo day in May. The full schedule for completing the project is shown in Figure 17 in the Appendix.

4 CONCLUSION

Currently, we have many of the subsystems working on their own, and we must now tie them together. We have planned for this, and are now diverting our attention to the modules of our design that link together major functional units. This includes the implementation of software filters to separate sampled audio into discrete [600,1200] Hz and [1200,2400] Hz bands for further processing in the beamforming algorithm. We are also developing a query/response protocol to allow a socket server on our Windows application to transfer target data to and from the iPhone application.

Another ongoing task is physically building the anti-aliasing filters, connecting them to the 16 microphone outputs, and running our beamforming algorithm on actual data. We anticipate encountering issues here, as most of our subsystems have been tested with simulated data, and we expect that real-world data might cause variances in our results.

For example, while our beamforming algorithm works with simulated data, this is under the assumption of operating within an echoless environment. In our model, sounds only travel away from the point that they originated. In reality, once a sound contacts a surface, it follows the Law of Reflection, and is reflected at an angle equal to the angle of incidence [22].

Sound reflections may cause sounds that a user wishes to amplify to instead be attenuated, or vice versa. This could significantly impact our project’s performance at the April demonstration. We are actively investigating methods to bring our demonstration space in line with an ideal, echoless environment. This could include building and installing acoustic barriers made of sound absorbing foam.
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APPENDIX A
Fig. 15. The Angle of View is too narrow to adequately cover a room, so the Kinect must be offset from the microphone array to identify all possible targets.

<table>
<thead>
<tr>
<th>Category</th>
<th>Deliverable</th>
<th>Assignee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Identification</td>
<td>Extraction of Multiple Targets from Kinect</td>
<td>Nathan</td>
</tr>
<tr>
<td>Mobile Application</td>
<td>Framework for Communication Between Computer and iOS App</td>
<td>Niket</td>
</tr>
<tr>
<td></td>
<td>Display Graphical Representation of Targets on Screen, using mocked coordinates</td>
<td></td>
</tr>
<tr>
<td>Beamforming</td>
<td>Delay sum Beamforming algorithm with simulated input</td>
<td>Aaron</td>
</tr>
<tr>
<td>AD/C</td>
<td>Verify that a given reference tone is digitized through a single channel</td>
<td>Matteo/ Niket</td>
</tr>
<tr>
<td></td>
<td>Obtain verified values of ADC on computer</td>
<td></td>
</tr>
<tr>
<td>Array Design</td>
<td>Create Array Geometry to meet beamwidth goal and avoid spatial aliasing</td>
<td>Nathan</td>
</tr>
<tr>
<td>Filter Design</td>
<td>Simulate lowpass filter designs to determine optimal anti-aliasing filter</td>
<td>Matteo</td>
</tr>
</tbody>
</table>
Fig. 17. Gantt Chart for the Remainder of the SDP Project