First synthesis of wind-profiler signals on the basis of large-eddy simulation data
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Abstract. Radar wind profilers detect scatter from clear-air refractive-index irregularities. The Doppler shift calculated from the time series of the backscattered signal provides an estimate of the radial velocity of the air within the radar’s resolution volume. It is known that there are quite a number of effects that can give rise to intrinsic biases in the radial-velocity estimates. It is extremely difficult to unambiguously identify these biases on the basis of observations since it is impossible to independently probe the three-dimensional, time-dependent fine structure of the relevant atmospheric variables (wind and refractive index) within the radar’s resolution volume down to the relevant spatial and temporal scales associated with the scattering process itself. In this paper the large-eddy simulation (LES) technique is used to generate, with high spatial and temporal resolution (vertical resolution, 8 m; horizontal resolution, 16 m; time step, 0.8 s), data of atmospheric variables within a convective boundary layer. The LES data that are used in this study do not have the spatiotemporal resolution that would be needed for a deterministic, full solution of the scattering integral. However, a parameterized model of the scattering integral can be constructed on the basis of Kolmogorov-scaling arguments and a random-phase model. This model can be numerically solved on the basis of LES data. For the first time, LES generated fields of virtual temperature, humidity, and three dimensional wind are used to construct time series of the real and imaginary parts of wind-profiler signals. The simulated wind-profiler signals are processed to derive Doppler velocities, and the simulated Doppler velocities are compared with the (simulated) meteorological “in situ truth” provided directly by the LES wind-velocity data set. Examples of simulation results and the potential of the LES-based, wind-profiler simulation technique as well as some limitations are discussed.

1. Introduction

Radar wind profilers can “see” return from refractive-index irregularities in clear air. VHF wind profilers typically operate at frequencies close to 50 MHz, which corresponds to wavelengths close to 6 m. At these wavelengths the clear-air echoes typically dominate over cosmic noise, intrinsic system noise, and other echoes, for example, those from aerosols, insects, cloud droplets, and raindrops. At the shorter UHF wavelengths (typically 30 and 75 cm, corresponding to frequencies of 1 GHz and 400 MHz, respectively), Rayleigh scatter from raindrops can dominate over the clear-air echo, requiring sophisticated signal-processing techniques to distinguish between precipitation and clear-air signals, if possible. Wind profilers detect scatter from spatial refractive-index irregularities with wavelengths of half the radar wavelength, the “Bragg wavelength.” In wave number space the so-called “sampling function” has a sharp maximum at the “Bragg wave number”

\[ k_B = \frac{4\pi}{\lambda}, \]

where \(\lambda\) is the radar wavelength [e.g., Doviak and Zrnić, 1984, 1993; Muschinski, 1998]. That is, as long as Rayleigh scatter does not play a role, wind profilers see only refractive-index structures at the Bragg wave
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number. While UHF wind profilers do not have a preferred direction at which the temporally averaged echo intensity has a maximum, VHF wind profiler echo intensities typically do show a pronounced maximum at vertical and nearly vertical beam-pointing directions. (Depending on their power-aperture product, VHF radars are divided into mesosphere-stratosphere-troposphere (MST) radars and stratosphere-troposphere (ST) radars. The term MST radar is usually reserved for the most powerful VHF radars, while the less powerful ones are often referred to as ST radars.) This “VHF aspect sensitivity” was discovered by Röttger and Liu [1978] and Gage and Green [1978], and there is general agreement among researchers in the field that the VHF aspect sensitivity is the manifestation of a significant anisotropy in the spatial spectrum of the 3-m-scale, clear-air, refractive-index irregularities in the free atmosphere. Correspondingly, the absence of a significant aspect sensitivity at UHF frequencies in the atmospheric boundary layer as well as in the free atmosphere is seen as evidence for isotropy of decimeter-scale, refractive-index irregularities throughout the atmosphere.

The term “wind profiler” indicates that the main purpose of this kind of radar is to measure (vertical) profiles of the wind (vector) above the radar site. This does not mean, however, that wind profilers can measure only wind. There is a large body of literature providing evidence that wind profilers also reveal information about other atmospheric properties like the refractive index structure parameter $C_n^2$ [e.g., Tatarskii, 1961; VanZandt et al., 1978; Muschinski, 1997], turbulent energy dissipation rate $\varepsilon$ [e.g., Frisch and Clifford, 1974; Gage et al., 1980; Hocking, 1983; Weinstock, 1981; Cohn, 1995; Delage et al., 1997; Rao et al., 1997], the inner and outer scales of turbulence [e.g., Muschinski, 1997; Eaton and Nastrom, 1998; Gossard et al., 1998], and temperature [Gage and Green, 1982] and humidity [Gossard et al., 1999].

During the past years, more and more wind profilers have been deployed for operational and research use, and it has been shown that wind profilers provide reliable wind measurements for the initialization of numerical weather-forecasting models [e.g., Smith and Benjamin, 1993]. Since wind profilers can provide wind measurements with a temporal resolution down to several seconds and even less (at least in the atmospheric boundary layer), wind profilers have been used to measure momentum fluxes [e.g., Vincent and Reid, 1983, Chang et al., 1997; Rao et al., 1997] and, in combination with radio acoustic sounding systems (RASS), heat fluxes [e.g., Angervine et al., 1993; Lippmann et al., 1997]. It has been pointed out that the Doppler velocity,

$$v_D = \frac{\omega_D}{k_B},$$

which is directly retrieved from the Doppler shift $\omega_D$, is not always a reliable estimate of the radial air velocity within the radar’s resolution volume. Significant radial velocity biases can arise from the aspect sensitivity of VHF echoes observed at near-zenith beam-pointing directions [Hocking et al., 1986] and from a nonzero correlation between $C_n^2$ and the radial wind velocity in a field of vertically propagating gravity waves [Nastrom and VanZandt, 1994; Hoppe and Fritts, 1995]. More recently, it has been pointed out [Muschinski, 1996b] that the VHF aspect sensitivity in combination with a nonsymmetric layer-tilting-angle distribution caused by Kelvin-Helmholtz instability events can lead to a bias in long-term averages of the Doppler velocity observed with vertically pointing VHF radars.

In the daytime convective boundary layer, gravity waves and Kelvin-Helmholtz instability do not appear and can be excluded as being a possible reason for vertical-velocity biases. Using UHF wind profilers, Angervine [1997] has observed a downward bias in the measured vertical velocity in the daytime boundary layer. The magnitude of this bias is between 10 and 30 cm s$^{-1}$, and Angervine [1997] attributes it to scatterers like insects or other small targets, which have an effect on the wind-profiler spectra but usually cannot be identified.

There is usually no “in situ truth” against which wind-profiler measurements can be tested with the required accuracy. (Airborne and tower measurements have provided much evidence that wind-profiler measurements are generally reliable (see, for example, the review by Gossard [1990]). Airborne and tower measurements, however, are always “point measurements,” while radar measurements always provide volume averages, which makes the interpretation of a comparison always difficult; second, it is practically almost impossible to operate an in situ probe within the radar resolution volume without severely contaminating the radar data.) It is therefore generally difficult to quantify sampling errors and biases such as mentioned above and to verify theoretical models of sampling errors and biases. The
purpose of this paper is to present and discuss a new technique to simulate time series of UHF wind-profiler signals. This simulation technique is a combination of the large eddy simulation (LES) technique and radio wave scattering theory. It will be shown that in contrast to real-world experiments, simulation experiments based on this technique are free from meteorological, logistical, financial, and technical uncertainties that typically affect real-world field experiments. LES-based wind-profiler simulation experiments like those described in this paper are expected to give more detailed and more conclusive insight into specific aspects of the potential and limitations of boundary-layer, wind-profiler measurements than corresponding real-world field experiments. On the other hand, an LES is only a model of a real flow, and therefore one has to be careful about the extent to which LES model assumptions affect LES-based wind-profiler simulations.

The paper is organized as follows: Section 2 describes the setup of the LES, and examples of LES-generated fields of atmospheric quantities are shown. Section 3 describes the new technique that we apply to generate time series of 915-MHz wind-profiler signals on the basis of LES data. In section 4, statistical properties of the simulated wind-profiler, vertical-wind observations and statistical properties of the LES-generated vertical-wind field are analyzed. The results are discussed in section 5. Section 6 gives a summary and conclusions.

2. Large-Eddy Simulation (LES)

2.1. Suitability of LES for Modeling Clear-Air Radar Backscattering

Today’s supercomputers have large memories (typically a gigaword) and fast processors (typically gigaflops) that make it possible to numerically integrate the equations of motion of turbulent fluids four-dimensionally, i.e., in space $(x, y, z)$ and time $(t)$. The numerical integration of the Navier-Stokes equations is called “direct numerical simulation” (DNS). A DNS requires the grid spacing $\Delta$ to be comparable to or smaller than the Kolmogorov length,

$$\eta = \left( \frac{\nu}{\epsilon} \right)^{1/4}, \quad (3)$$

which gives the order of magnitude of the size of the smallest turbulent eddies. In (3), $\epsilon$ is the turbulent energy dissipation rate, and $\nu$ is the molecular kinematic viscosity. At length scales comparable to $\eta$, inertial forces and viscous forces are of the same order of magnitude. In the convective atmospheric boundary layer (CBL), $\eta$ is typically of the order of 1 cm. Since the inversion height of the CBL is of the order of 1 km, a DNS of a cubical volume of $1 \text{ km}^3$ CBL would require of the order of $(10^3)^3 = 10^{15}$ grid points, which is many orders of magnitude beyond the capacity of even the most powerful contemporary computers. Today the biggest numerical grids in computer simulations of turbulent flows have of the order of 1000 grid points in each dimension. The order of magnitude of the ratio between the outer turbulent length scale $L$ and $\eta$ is set by the Reynolds number of the turbulent fluid:

$$\text{Re} \sim \left( \frac{L}{\eta} \right)^{3/4}. \quad (4)$$

Obviously, even when using the most powerful supercomputers, the DNS technique is limited to small or moderate values of Re. A DNS of the atmospheric CBL is beyond reach.

An efficient technique to reduce the required huge number of grid points is large-eddy simulation (LES). LES reduces the number of degrees of freedom by spatially filtering the Navier-Stokes equations [Lilly, 1967; Leonard, 1974]. The goal of LES is to resolve only the lower-wave-number part of the entire spectrum of turbulent fluctuations, which contains most of the variance of the fluctuating quantities. In other words, an LES resolves the “energy-containing range” of the turbulence but not the range in which most of the dissipation occurs. In the present study we use LES as a tool to four-dimensionally $(x, y, z, t)$ simulate local and instantaneous small-volume averages of turbulently fluctuating components of the velocity vector, as well as local and instantaneous values of the refractive-index structure parameter $C_n^2$, which characterizes the “subgrid-scale” inertial subrange of the refractive-index irregularities. The problem of how to conceptually deal with instantaneous small-volume averages of turbulently fluctuating quantities is very difficult and certainly touches the limits of what can be done rigorously with the tools of contemporary mathematics of random functions. In this study we heuristically assume that it is reasonable to allow $C_n^2$ to vary as a function of time and position [e.g., Tatarskii, 1961, section 4.3]. This generalization is suggested by a large body of obser-
tional studies [e.g., Clifford, 1978]. We will come back to this issue in section 2.3.

As an alternative to the traditional “subgrid-scale turbulence parameterization” concept [Lilly, 1967; Leonard, 1974], the LES equations may also be considered equations of motion for a certain class of hypothetical, non-Newtonian fluids [Muschinski, 1996a]. These “LES fluids” are designed such that their Kolmogorov length is fixed, while their (eddy) viscosity is variable. An important requirement when running an LES is that the grid spacing lie within the inertial subrange of the turbulence to be modeled, so that the effects of the subgrid (heter “subfilter”) turbulence, which is not resolved by the LES, on the resolved-scale flow can be formulated on the basis of the classical theory of fully developed, locally homogeneous, and isotropic turbulence. Muschinski [1996a] has discussed the LES concept from the traditional subgrid-scale turbulence parameterization viewpoint as well as on the basis of the LES fluids picture. The LES fluids concept makes it easier than the traditional “parameterization” concept to understand that an LES does not “know” of any random behavior at length scales smaller than and comparable to the grid spacing.

Since the pioneering studies by Lilly [1967] and Deardorff [1970], LES has been established as the technique of choice to model turbulent flows at high Reynolds numbers [e.g., Galperin and Orszag, 1993]. Boundary layer meteorology, in particular, has benefitted significantly from the LES technique [e.g., Deardorff, 1980; Schmidt and Schumann, 1989; Kaltenbach et al., 1994; Mason, 1994; Pellet and Wyngaard, 1995; Dörnbrack, 1997; Sullivan et al., 1998; Wyngaard et al., 1998].

In order to employ the LES technique for the simulation of wind profiler signals, one has to make sure that the fields of the three-dimensional wind vector and of the refractive index within the radar’s resolution volume are resolved at least to a certain degree. The typical dimension of a UHF wind profiler’s resolution volume in the middle boundary layer is 100 m, and the typical dwell time (the length of the time series from which a Doppler spectrum is computed) is of the order of 1 s. (As has been pointed out by one of the reviewers, there is some ambiguity in the term “dwell time.” Some authors define the dwell time as we defined it here (the length of the time series from which a fast Fourier transform (FFT) is computed), while others define it as the time during which the radar beam dwells in the same beam direction. The latter time is typically much longer than the dwell time according to our definition, because typically many spectra are measured and then incoherently averaged before the beam direction is changed. At this point, we do not feel a need to coin a new term for the length of the time series from which an FFT is computed. Instead, we assume that there is no incoherent averaging in our case, such that the two definitions of dwell time coincide.) If the LES’s grid spacing is 10 m, one would have of the order of $10^3$ LES grid cells per radar resolution volume.

A crucial point, which we will discuss in some detail, is the fact that a wind profiler sees irregularities at length scales of half the radar wavelength. The Bragg wavelength,

$$L_B = \frac{\lambda}{2},$$

is 16 cm for a standard 915-MHz wind profiler. The grid spacing of a typical contemporary LES of the atmospheric CBL amounts to ten or a few tens of meters, which is about 2 orders of magnitude larger than the Bragg wavelength of a typical UHF wind profiler. Therefore a full, time-dependent solution of the scattering integral for UHF clear-air backscatter on the basis of a “conventional” LES of the turbulent refractive-index field is currently impossible. In section 3 we will describe a parameterization which we use to “bridge” the gap between a small Bragg wavelength and a comparatively large LES grid spacing.

There have been previous techniques to simulate atmospheric radar signals [e.g., Zrnić, 1975; May et al., 1989; Sheppard and Larsen, 1992; Holdsworth and Reid, 1995]. The LES-based simulation of clear-air radar signals that we describe in this paper has a major advantage over those previous studies. Namely, an LES relies on a spatially filtered surrogate of the Navier-Stokes equations, which allows one to realistically and self-consistently simulate structure and evolution of variances, covariances (particularly fluxes), and structure parameters of turbulently fluctuating atmospheric variables like the three-dimensional wind vector, temperature, humidity, and refractive index.

### 2.2. The Setup of the LES

We set up an LES similar to that described by Sullivan et al. [1996]. The number of grid points is 192 in all three directions. The grid spacing is $\Delta_x = \Delta_y =$
Table 1. Overview of the Large Eddy Simulation Setup

<table>
<thead>
<tr>
<th>Property</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of grid points</td>
<td>$192^3$</td>
</tr>
<tr>
<td>Horizontal resolution</td>
<td>16 m</td>
</tr>
<tr>
<td>Vertical resolution</td>
<td>8 m</td>
</tr>
<tr>
<td>Size of the model domain</td>
<td>$3072 \times 3072 \times 1536$ m</td>
</tr>
<tr>
<td>Prognostic variables</td>
<td>$u$, $v$, $w$, $E$, $\Theta$, $s_1$, $s_2$</td>
</tr>
<tr>
<td>Surface flux of sensible heat</td>
<td>240 W m$^{-2}$</td>
</tr>
<tr>
<td>Inversion height</td>
<td>900 m</td>
</tr>
<tr>
<td>Inversion strength</td>
<td>2 K</td>
</tr>
</tbody>
</table>

16 m in the horizontal directions and $\Delta_z = 8$ m in the vertical direction. The size of the model domain is $3.072$ km in the $x$ and $y$ directions and 1.536 km in the vertical direction.

The variables simulated by the LES are the two horizontal wind velocity components, $u$ and $v$, the vertical velocity component $w$, the subfilter turbulent kinetic energy $E$, the virtual potential temperature $\Theta$, and two passive scalars, $s_1$ and $s_2$. The scalar $s_1$ has a source at the ground and a sink above the inversion. We rescale $s_1$ such that we obtain a specific humidity $q$, with statistical properties in space and time consistent with the characteristics of the other quantities.

The overall characteristics of the simulated CBL are as follows: The inversion height is about 900 m, and the surface flux of sensible heat is 240 W m$^{-2}$. Table 1 gives an overview of the most important characteristics of the LES setup. Plate 1 shows horizontal cross sections from an instantaneous three-dimensional, vertical-velocity field simulated by the LES. Plate 1a shows $w(x, y)$ close to the ground, where a cell structure resembling Rayleigh-Benard convection is clearly visible [cf. Schmidt and Schumann, 1989], and Plate 1b shows $w(x, y)$ at an altitude just below the inversion.

2.3. Calculating a $C_n^2$ Field From LES-Generated Fields of Temperature and Humidity

Figure 1 shows vertical profiles of horizontally averaged fields of potential temperature $\Theta$ and specific humidity $q$ obtained from the same LES realization as shown in Plate 1. One clearly identifies the boundary-layer inversion at about 900 m, where $\Theta$ increases rapidly with height and where $q$ drops from its mixed-layer value to almost zero. Through the gas equations for dry air and water vapor, the specific humidity $q$ is related to the water vapor pressure $p_w$:

$$p_w = 1.608 q \rho,$$  \hspace{1cm} (6)

where $p$ is total pressure.

In order to simulate wind-profiler signals that result from Bragg scattering from clear-air, refractive-index irregularities, we need to generate a field of the refractive index $n$ and compute variations of $n$ from variations in the potential temperature $\Theta$ and from variations of $q$. We neglect the very small difference between fluctuations of the temperature $\Theta$ and of the actual temperature in the boundary layer. These are reasonable assumptions if the CBL is comparatively shallow, as in the present study, and if the Mach number is small compared to unity.

There are different ways to retrieve $C_n^2$ from data of $n$. The most direct way is to use the defining equation

$$C_n^2 = \frac{\langle (n(r + \delta) - n(r))^2 \rangle_r}{|\delta|^{2/3}}.$$

Here $\langle \ldots \rangle_r$ denotes the spatial average over a volume within which the $n$ irregularities are assumed to be statistically isotropic and homogeneous. Here $r$ is the position vector, and $\delta$ is the vector defining a spatial separation. An LES simulates values of locally averaged variables as a function of space and time. That is, variables like $u$, $v$, $w$, and $n$ are not simulated as point values but as spatial averages over volumes the size of which are determined by the grid spacing and by the eddy-viscosity parameterization that is used within the IFS. This property of the IFS-generated data allows us to use local gradients simulated by the LES to diagnostically compute local and instantaneous structure parameters.

In the LES that we use in this study the variables are staggered such that the nodes of the scalars are located vertically between nodes of the vertical velocity. We calculate the field of the refractive-index turbulence structure parameter $C_n^2$ diagnostically from the $n$ field as follows:
Plate 1. Horizontal cross sections of an instantaneous, three-dimensional, vertical-velocity field predicted by the large-eddy simulation (LES): (a) $w(x, y)$ at 64 m above ground level, and (b) $w(x, y)$ at 768 m above ground level. The cell structure close to the ground does not exist in the upper regions of the convective atmospheric boundary layer (CBL). The velocities at the color bars are given in units of m s$^{-1}$. 
Figure 1. Horizontally averaged vertical profiles of quantities characterizing the CBL, obtained from a single realization: (a) virtual potential temperature, and (b) specific humidity.

\[ C_n^2(x, y, z, t) = \left[ \frac{n(x, y, z + \frac{\Delta z}{2}, t) - n(x, y, z - \frac{\Delta z}{2}, t)}{\Delta z^{2/3}} \right]^2, \tag{9} \]

where \( \Delta z \) is the grid spacing in the vertical direction.

Using (9), a three-dimensional (3-D) field of local and instantaneous values of \( C_n^2 \) is computed on the basis of a 3-D field of local and instantaneous LES-predicted gradients of \( n \), in full analogy to the Smagorinsky-Lilly parameterization [Lilly, 1967], which diagnostically provides local and instantaneous values of eddy viscosity and energy dissipation rate on the basis of local and instantaneous values of the magnitude of the three-dimensional shear vector evaluated at individual LES grid cells.

Two advantages of (9) are that first, it makes full
Figure 2. Vertical profile of the horizontally averaged refractive index structure parameter $C_n^2$ within the LES-generated CBL, obtained from a single realization in time.

3. Simulation of Wind-Profiler Signals on the Basis of an LES Data Set

In this section, which is the central part of this paper, we describe how time series of wind-profiler signals can be constructed on the basis of an LES data set. First, we point out that CBL data simulated with a contemporary LES are too coarse to allow a direct numerical integration of the scattering integral; that is, the LES data contain no phase information at length scales comparable to the Bragg wavelength. Second, we describe how to parameterize scattering amplitudes and phases on the basis of quantities predicted by the LES. Third, we investigate how the phases within a simulated radar resolution volume change with time during a period smaller than or comparable to the LES time step. Fourth, we present exemplary, simulated time series of clear-air radar signals and their Doppler spectra, and we briefly discuss their statistical properties. Fifth, we consider theoretically the spatial structure function of the temporal phase changes within the radar’s resolution volume, and we define a phase-correlation timescale. We show the conditions under which the spectral broadening of the returns from refractive-index irregularities within individual LES grid cells in the radar resolution volume may be neglected.
3.1. No Phase Information From the LES Data

In contrast to in situ measurement systems, a wind profiler uses a very indirect method to probe the atmosphere: Electromagnetic pulses are transmitted into the atmosphere; a very small part of the electromagnetic energy is scattered or reflected back to the radar; and a time series of phase-coherent complex signals, $I(t)$, is recorded, which can be written as a spatial integral (the “scattering integral”):

$$I(t) = A \int W(r)n'(r, t)e^{-jk_{Br}r} \, d^3r,$$

(10)

[see, e.g., Doviak and Zrnić, 1984]. In (10), $A$ is a constant,

$$A = \frac{g}{\lambda} \sqrt{\frac{P_i}{2R}},$$

(11)

where $g$ is the antenna gain, $\lambda$ is the radar wavelength, $r_0$ is the range (the distance between the antenna center and the center of the radar’s resolution volume under consideration), $P_i$ is the transmitted power, and $R$ is the receiver resistance. Other variables in (10) are the radar’s three-dimensional one-way weighting function $W(r)$, and the field of refractive-index irregularities $n'(r, t)$ within the radar’s resolution volume at the time $t$. The phase factor exp $(-jk_{Br}r)$ is defined by the Bragg wave number $k_B = \frac{2\pi}{\lambda}$ and the distance $r$, between the integration point $r$ and the antenna center. Because $\exp(-jk_{Br}r)$ oscillates rapidly within the radar resolution volume (the volume in which the weighting function $W(r)$ has values that are large enough to contribute significantly to the scattering integral), a full numerical integration of the scattering integral would require $n'(r, t)$ to be known with a spatial resolution of about a tenth of $\lambda$. In other words, the grid spacing has to be so small that exp $(-jk_{Br}r)$ can be represented numerically. This would require

$$\Delta \ll \lambda,$$

(12)

a condition that is not fulfilled by contemporary LES of the atmospheric CBL if $\lambda$ is in the UHF range. Instead, we have to deal with the opposite case:

$$\Delta \gg \lambda.$$

(13)

So how can we numerically integrate the scattering integral on the basis of a data set of $n'(r, t)$ that is about 2 orders of magnitude too coarse to fulfill the condition given in (12)?

3.2. Parameterization of Phases and Amplitudes

The underlying idea of LES is that the subfilter turbulence is locally homogeneous and isotropic. Because in our case the Bragg wavelength is much smaller than $\Delta$, this automatically implies that the LES-generated turbulent fields are isotropic at the Bragg wave number. In the following, we will see that this model assumption considerably simplifies the problem of how to construct clear-air wind-profiler signals on the basis of LES data.

An integral over a domain can be written as a sum of integrals over subdomains that fill the domain. Consider the $N$ LES grid cells that cover the radar resolution volume, i.e., the region wherein $W(r)$ is nonnegligible. We write the scattering integral (10) as a sum of contributions from those LES grid-cell subvolumes $V_p$:

$$I(t) = A \sum_{p=1}^{N} \int_{V_p} W(r)n'(r, t)e^{-jk_{Br}r} \, d^3r.$$

(14)

Assuming that the subdomains $V_p$ (i.e., the LES grid cells) are much smaller than the radar resolution volume, such that $W(r)$ may be considered constant within one LES grid cell, we introduce

$$W_p = W(r_p),$$

(15)

where $r_p$ is the position of the center of the $p$th LES grid cell out of the $N$ grid cells over which the numerical integration of the scattering integral is carried out. Then we can rewrite (14) as follows:

$$I(t) = \sum_{p=1}^{N} I_p(t) = A \sum_{p=1}^{N} W_p a_p(t)e^{-j\varphi_p(t)}.$$

(16)

That is, $\sum_{p=1}^{N} W_p a_p$ is the magnitude and $\varphi_p$ is the phase of the contribution $I_p$ to the total backscattered signal $I$.

We assume that the different phases $\varphi_p$ are statistically independent from each other. If there were a finite correlation between any two phases $\varphi_1$ and $\varphi_2$, then the ensemble average of the sum of $I_1$ and $I_2$ would sensitively depend on the exact positions (within a fraction of the Bragg wavelength) of the centers of the LES grid cells, which cells are about 100 times larger than the Bragg wavelength. This would make no sense, and we conclude that the phases must be assumed to be statistically independent. On the basis of this assumption, we obtain the following ensemble average of the backscattered power:
\[ \langle P_r \rangle = \left( \frac{R}{2} I^*I \right) \]

\[ = \left( \frac{R}{2} A^2 \left( \sum_{p=1}^{N} W_p a_p e^{+i\varphi_p} \right) \left( \sum_{q=1}^{N} W_q a_q e^{-i\varphi_q} \right) \right) \]

\[ = \left( \frac{R}{2} A^2 \sum_{p=1}^{N} W_p a_p e^{+i\varphi_p} \sum_{q=1}^{N} W_q a_q e^{-i\varphi_q} \right) \]

\[ = \frac{R}{2} A^2 \sum_{p=1}^{N} W_p^2 a_p^2, \quad (17) \]

where the angle brackets denote the average over the ensemble of statistically independent phases.

On the other hand, the backscattered power can be written as a weighted spatial integral over the localized, spatial refractive-index variance spectrum \( \Phi_n(\mathbf{r}, \mathbf{k}) \), taken at the Bragg wave number \( k_B \) at which \( \Phi_n(\mathbf{r}, \mathbf{k}) \) is assumed to be isotropic:

\[ \langle P_r \rangle = \frac{R}{2} A^2 \int \int \int W^2(\mathbf{r}) \Phi_n(\mathbf{r}, k_B) d^3r \]

\[ = \frac{R}{2} A^2 \sum_{p=1}^{N} W_p^2 [\Phi_n(k_B)]_p V_p, \quad (18) \]

where we have assumed that \( W^2(\mathbf{r}) \) and \( \Phi_n(\mathbf{r}, k_B) \) vary sufficiently smoothly with position \( \mathbf{r} \) [see, e.g., Tatarskii, 1961, section 4.3; Muschinski, 1998, sections 3.2 and 6.1].

Then we can make use of the well-known relationship between \( \Phi_n(k_B) \) and \( C_n^2 \) [Tatarskii, 1961, equation (3.52)], which we interpret locally, i.e., which we assume to be valid within the volume \( V_p \) centered at \( \mathbf{r}_p \):

\[ [\Phi_n(k_B)]_p = \frac{\Gamma_3}{6} \frac{\sin \left( \frac{\pi}{3} \right)}{4\pi^2} [C_n^2]_p k_B^{-11/3} \]

\[ = 0.0330 [C_n^2]_p k_B^{-11/3}. \quad (19) \]

After combining (17), (18), and (19), we obtain the following equation, which allows us to simulate a wind-profiler signal on the basis of \( C_n^2 \) fields and changes in the phases \( \varphi_p \) obtained from LES data:

\[ I(t) = A \sqrt{0.0330 k_B^{-11/3}} \sum_{p=1}^{N} W_p \sqrt{[C_n^2(t)]_p} V_p e^{-i\varphi_p(t)}. \quad (20) \]

That is, the amplitudes \( a_p(t_0) \) at some initial time \( t_0 \) are given by

\[ a_p(t_0) = \sqrt{[C_n^2(t_0)]_p} V_p. \quad (21) \]

### 3.3. Phase Shifts With Time

Assuming that we know the initial amplitudes \( a_p(t_0) \), and assuming that the phases \( \varphi_p \) are statistically independent from each other, we have to think about how to simulate the temporal changes of phases and amplitudes during the dwell time. The dwell time \( T_d \) is operationally defined as the length of the radar signal time series from which a (nonaveraged) Doppler spectrum is computed. The coherent-integration time \( \Delta t \) is the temporal spacing between two adjacent points in the time series. (Usually, it is important to carefully distinguish between the pulse repetition period and the “coherent-integration time” \( \Delta t \). The coherent-integration time is the period of time during which the individual echo samples are phase-coherently averaged, i.e., integrated. Typically, tens or hundreds of echo samples are coherently integrated. The two main reasons for coherent integration are to improve the signal-to-noise ratio and to reduce the amount of data that need to be Fourier processed. In our simulation, however, we leave problems related to a finite signal-to-noise ratio out of account and assume that a noise-free signal \( I \) is sampled at the sampling frequency \( 1/\Delta t \).

In this paper we show how time series of wind-profiler signals can be simulated on the basis of a single LES “snapshot,” i.e., on the basis of a single realization of the fields of three-dimensional wind and of refractive index. (At the end of this section we will describe how longer radar time series could be constructed.) We have set up the LES in a way that the time step is 0.8 s. This means that we may assume that the fields of wind and refractive index (therefore also of \( C_n^2 \)) are sufficiently stationary for 0.8 s. For our simulation the dwell time has to be long enough to provide a reasonable spectral resolution for a typical Doppler spectrum obtained from boundary-layer signals, but it also must be short enough to avoid problems associated with nonstationarity of the LES-predicted wind- and refractive-index fields during the dwell time.

Let us assume that during the dwell time \( T_d \), the
refractive-index irregularities within an LES grid cell are advected in any direction with a velocity \( \mathbf{v} \). Then the vector of the advection path is \( \mathbf{d} = \mathbf{v} T_d \). Since we allow \( C_2^a \) and the wind vector to vary from grid cell to grid cell, the assumption of stationarity during the period \( T_d \) becomes questionable if components of \( \mathbf{d} \) are comparable to or even larger than the LES grid spacings in the respective directions. This leads to a condition for \( T_d \):

\[
T_d \ll \min \left[ \frac{\Delta_x}{u}, \frac{\Delta_y}{v}, \frac{\Delta_z}{w} \right].
\]  

(22)

This is simultaneously the Courant-Friedrichs-Lewy (CFL) criterion for the maximum time step of the LES. The CFL criterion has to be fulfilled in order to guarantee numerical stability during an LES run. We conclude that the LES time step is automatically a good choice for the maximum dwell time of the wind-profiler simulation if the signal is to be constructed on the basis of a single “LES time slice,” i.e., on the basis of LES-generated fields obtained at a single time step. (This is what we do throughout this paper.) In our case the vertical grid spacing is 8 m. Assuming a (vertical) wind velocity of a few meters per second, (22) requires \( T_d \) to be smaller than a few seconds. We choose a dwell time of \( T_d = 1 \) s. During 1 s an air parcel travels a few meters, which is of the order of 10 Bragg wavelengths if the wavelength is 32.8 cm. This is sufficient to simulate a signal that has a sufficient number of oscillations during the sampling interval, so that Fourier processing would provide a statistically significant value for the Doppler shift. We choose a coherent-integration time \( \Delta t \) of 1/128 s = 7.8 ms.

We assume that during \( T_d \) the refractive-index irregularity field within the \( p \)th LES grid cell is “frozen” and advected with the local and instantaneous velocity vector \( \mathbf{v}_p \). This is a weak version of Taylor’s [1938] “frozen turbulence” hypothesis. That is, we neglect changes of local \( C_2^a \) during \( T_d \).

Now we introduce the Bragg wave vector \( \mathbf{k}_b(\rho) \) as the vector that is directed from the antenna center to the center of the \( p \)th LES grid cell and has the length \( k_B \). That is, after a time \( \tau \), which we assume to be smaller than \( T_d \), the phase \( \varphi_\rho \) has shifted by the amount

\[
\Delta \varphi_\rho = \mathbf{k}_b(\rho) \cdot \mathbf{v}_p(T_0) \tau.
\]  

(23)

That is,

\[
\varphi_\rho(T_0 + \tau) = \varphi_\rho(0) + \Delta \varphi_\rho(\tau) = \varphi_\rho(0) + \mathbf{k}_b(\rho) \cdot \mathbf{v}_p(T_0) \tau.
\]  

(24)

From (16) and (24) we obtain a simple formula that we can use to simulate time series of wind-profiler signals on the basis of a single LES snapshot:

\[
I(T_0 + \tau) = A' \sum_{p=1}^{N} W_p \sqrt{[C_2^a(t_0)]_p} V_p \cdot \exp \left[-j(\varphi_\rho(0) + \varphi_\rho(\tau)) + \mathbf{k}_b(\rho) \cdot \mathbf{v}_p(T_0) \tau \right].
\]

(25)

where the new constant \( A' \) is proportional to \( A \),

\[
A' = A \sqrt{0.0330 k_B^{-11/6}}.
\]

(26)

In this study we restrict ourselves to dwell times that are not much longer than the LES time step, so that (24), which assumes that the phases of the individual Bragg scatterers change linearly with time, is a good approximation. It is straightforward, however, to generalize the concept to construct signal time series that are much longer than the LES time step: First, a temporal sequence of LES-generated fields of \( C_2^a \) and the three velocity components \( u, v, \) and \( w \) is selected. The temporal resolution of this sequence is equal to the LES time step, which typically is much larger than the coherent-integration time of a wind profiler. Second, one interpolates for each LES grid cell within the radar resolution volume the time series of \( C_2^a, u, v, \) and \( w \), such that each interpolated time series has a temporal resolution defined by the coherent-integration time of the radar that is to be simulated. The interpolation smoothes temporal discontinuities in the temporal rate of phase change, \( \partial \varphi_\rho/\partial t \), at times when there are switches between two subsequent LES fields. Third, a random set of initial phases \( \varphi_\rho(0) \) is generated, and for each LES grid cell a time series of the phase \( \varphi_\rho(t) \) is computed by temporally integrating the phase changes that are obtained from the interpolated time series of \( u, v, \) and \( w \). Fourth, a generalized version of (25) is used to generate an arbitrarily long time series of \( I \):

\[
I(t) = A' \sum_{p=1}^{N} W_p \sqrt{[C_2^a(t)]_p} V_p \exp \left[-j \varphi_\rho(t) \right].
\]

(27)

However, there is a limitation to application of (27) that is analogous to the CFL criterion (22) which limits application of (25). The reason for that limi-
tion is that (27) has been derived based on the assumption that each individual Bragg scatterer (i.e., the parcel of turbulent air within a respective LES grid cell) behaves like a point scatterer with infinite lifetime. For a given energy dissipation rate $\epsilon$, however, the rms velocity within a grid cell is of the order of $(\epsilon \Delta)^{1/3}$, so that within the grid cell is the refractive-index irregularity pattern at the Bragg length scale $\lambda/2$ is reorganized after a timescale of the order of $\lambda/(\epsilon \Delta)^{1/3}$. That is, a Bragg scatterer has lost its phase coherence after a time comparable to $\lambda/(\epsilon \Delta)^{1/3}$, and for proper use of (27) it may be necessary to randomly change the phases of the Bragg scatterers in time intervals of the order of $\lambda/(\epsilon \Delta)^{1/3}$. We will come back to the issue of the finite lifetime of a Bragg scatterer in section 3.5, where we discuss the effect of spectral broadening due to turbulent motion at length scales that are not resolved by the LES.

3.4. Doppler Spectrum and Radial Velocity Histogram

Figure 3 shows, as an example, two time series of the real and imaginary part of a clear-air radar signal simulated by using (25). In Figure 3a we have assumed that $C_n^2$ is constant within the pulse volume; in Figure 3b, however, we have used the field of $C_n^2$ within the radar resolution volume as obtained from (9), and we have assumed that the field of $C_n^2$ is stationary during the dwell time of 1 s. The initial phases $\phi_0(r)$ have been assumed to be statistically independent, i.e., they have been randomly generated by assuming a probability density function that is uniform between $-\pi$ and $\pi$ and that is zero everywhere else.

Figure 4 shows as thin lines the power spectra of the two signals shown in Figure 3. Figure 4a corresponds to Figure 3b, and Figure 4b corresponds to Figure 3b. Additionally, histograms of the properly rescaled, LES-generated, radial velocities ($v_r$) are shown as bold lines in Figure 4. In Figure 4a the histogram of the $W^2(r)$-weighted, spatial $v_r$ distribution is shown, and Figure 4b shows the histogram of the $C_n^2(r)W^2(r)$-weighted $v_r$ distribution, corresponding to the spectra which have been simulated with homogeneous and inhomogeneous $C_n^2$ distribu-
The thin lines represent the spectra of the two simulated wind-profiler time series shown in Figure 3. The bold lines are properly weighted and properly rescaled histograms of the radial-velocity distributions generated by the LES. The dotted lines are ensemble-averaged Doppler spectra obtained from 1000 realizations of signal time series, one of which is shown in Figure 3. The 1000 realizations of $I(t)$ have been obtained from the same LES fields but from 1000 independent sets of initial phases. As expected, there is good agreement between the ensemble-averaged Doppler spectra and the corresponding radial-velocity histograms.

It is clearly seen that the histograms are much smoother than the spectra. The Doppler spectra are “spiky.” This is to be expected since the values of nonsmoothed and nonaveraged Doppler spectra at a specific frequency $\omega$ (or within a very narrow frequency band) are exponentially distributed, i.e., they obey a chi-square distribution with two degrees of freedom (the real part and imaginary part of the Fourier transform) [see, e.g., Blackman and Tukey, 1958, pp. 21ff.; Jenkins and Watts, 1968, pp. 79 ff.]. In an exponentially distributed ensemble the standard deviation is equal to the mean [see, e.g., Jenkins and Watts, 1968, p. 70]. See also the appendix, where we give a mathematical analysis of the ensemble-averaged Doppler spectrum on the basis of the “random phases” assumption. As can be seen in Figure 4, the rms differences between the spectral estimates and the histogram estimates amount to about 10% of the histogram estimates themselves, which is in agreement with both the analysis in appendix and the expectation that the simulated spectral estimates are exponentially distributed.

The dotted lines in Figures 4a and 4b are ensemble-averaged Doppler spectra: One thousand independent sets of initial phases $\varphi_i^P$ were randomly generated; for each set of $\varphi_i^P$ a signal time series $I(t)$ was computed using (25); a spiky spectrum of each realization of $I(t)$ was calculated, and the 1000 individual spectra were averaged. The two ensemble-averaged Doppler spectra (dotted lines) agree well with the respective histograms (bold solid lines). As a consistency check, we calculated also the two ensemble averages of the Doppler spectrum in the limit of an infinite number of realizations by using (A10) and
lines of the radar’s weighting functions that are associated with the radar resolution volumes centered at the respective altitudes. The LES subdomain centered at 1000 m altitude contains 10,115 LES grid cells (17 grid points in the horizontal directions and 35 grid points along the vertical direction). At lower altitudes the LES subdomains are smaller because of the smaller horizontal width of the pulse volumes at those altitudes. Table 2 gives a summary of the characteristics of the wind profiler that we have simulated.

3.5. The Structure Function of the Rate of Change of Phase Differences: Spectral Broadening Due to Scales of Turbulence Unresolved by the LES

Consider two small volume elements \( dV_1 \) and \( dV_2 \) within the radar resolution volume. At the moment, we do not make an assumption on whether \( dV_1 \) and \( dV_2 \) are in the same LES grid cell or in different LES grid cells.

Let the phases of \( dl_1 \) and \( dl_2 \) (the contributions to the scattering integral associated with \( dV_1 \) and \( dV_2 \), respectively) at any instant of time be \( \varphi_1 \) and \( \varphi_2 \), respectively. Because of the spatially rapidly oscillating phase factors \( e^{-jkx_1} \) and \( e^{-jkx_2} \), where \( r_1 \) and \( r_2 \) are the distances from the antenna center to \( dV_1 \) and \( dV_2 \), respectively, the phases \( \varphi_1 \) and \( \varphi_2 \) depend sensitively on \( r_1 \) and \( r_2 \), respectively.

If in a gedankenexperiment we would shift the volume elements \( dV_1 \) and \( dV_2 \) by amounts of the order of \( \lambda/4 \) in radial directions, the phases \( \varphi_1 \) and \( \varphi_2 \) would be shifted by amounts of the order of \( \nu \), so we could make \( dl_1 \) and \( dl_2 \) statistically independent by randomly shifting \( dV_1 \) and \( dV_2 \) radially by distances of the order of \( \lambda/4 \). There would be no statistical independence, however, if we would carry out the random translations parallel to a surface of constant phase, i.e., in any direction transverse to the vector that points from the antenna center to \( dV_1 \) and \( dV_2 \).

Table 2. Wind-Profiler Specifications

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>915 MHz</td>
</tr>
<tr>
<td>Wavelength</td>
<td>32.8 cm</td>
</tr>
<tr>
<td>Full half-power beam width</td>
<td>9°</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>1 μs</td>
</tr>
<tr>
<td>Range resolution</td>
<td>130 μm</td>
</tr>
<tr>
<td>Pulse-volume width at 1 km range</td>
<td>156 m</td>
</tr>
<tr>
<td>Dwell time</td>
<td>1 s</td>
</tr>
<tr>
<td>Coherent integration time</td>
<td>7.8 ms</td>
</tr>
<tr>
<td>Number of fast Fourier transform points per spectrum</td>
<td>128</td>
</tr>
</tbody>
</table>
Now we investigate in more detail how the phase difference
\[ \Delta \varphi = \varphi_2 - \varphi_1 \] (28)
between \( dI_1 \) and \( dI_2 \) changes with time and how its temporal rate of change depends on the distance between the two subvolumes \( dV_1 \) and \( dV_2 \). Let \( \hat{\delta} = \mathbf{r}_2 - \mathbf{r}_1 \) be the vector that points from \( dV_1 \) to \( dV_2 \). Then, (25) provides the phase difference at the time \( t_0 + \tau \), where \( t_0 \) is the beginning of the dwell time:
\[ \Delta \varphi = \Delta \varphi(t_0) + \mathbf{k}_B(2) \cdot \mathbf{v}_2 \tau - \mathbf{k}_B(1) \cdot \mathbf{v}_1 \tau. \] (29)

If the radar’s beam width is not too large and if the magnitude of \( \delta \) is not larger than the radar resolution volume, conditions that are fulfilled in the case that we are interested in, then \( \mathbf{k}_B(1) \) is nearly parallel to \( \mathbf{k}_B(2) \), and we have
\[ \Delta \varphi = \Delta \varphi(t_0) + \mathbf{k}_B \cdot \Delta \mathbf{v}(\hat{\delta}) \tau, \] (30)
where \( \mathbf{k}_B \) is a vector with length \( k_B \) pointing from the antenna along the (vertically pointing) radar beam axis and \( \Delta \mathbf{v} = \mathbf{v}_2 - \mathbf{v}_1 \) is the vector difference of the velocities in the volumes \( dV_1 \) and \( dV_2 \). Obviously, the rate of change of the phase difference is
\[ \frac{\partial}{\partial \tau} \Delta \varphi(\delta) = \mathbf{k}_B \cdot \Delta \mathbf{v}(\delta). \] (31)

Now we consider the variance (i.e., the ensemble average of the square) of \( \frac{\partial}{\partial \tau} \Delta \varphi(\delta) \) as a function of the separation \( \delta \); that is, we consider the spatial structure function of the temporal rate of phase change:
\[ D_{\Delta \varphi(\delta)} = \left( \frac{\partial}{\partial \tau} \Delta \varphi(\delta) \right)^2 = \left( \mathbf{k}_B \cdot \Delta \mathbf{v}(\delta) \right)^2 \]
\[ = k_B^2 (\Delta w(\delta))^2. \] (37)

In the case of isotropic turbulence we have
\[ \langle (\Delta w(\delta))^2 \rangle = \beta(\varepsilon \delta)^{2/3}. \] (33)
where \( \varepsilon \) is the energy dissipation rate, \( \delta \) is the magnitude of the separation vector \( \delta \), and \( \beta \) is a numerical coefficient that has a universal value of 2.0 if \( \delta \) points vertically (longitudinally) and a universal value of \( \frac{1}{2} 2.0 = 2.7 \) if \( \delta \) points horizontally (transverse) [e.g., Yaglom, 1981]. If \( \delta \) points in an intermediate direction, then \( \beta \) has a value between 2.0 and 2.7. For the following estimates we assume an intermediate value of 2.4:

\[ \right) \frac{1}{4} \frac{\pi}{V} \gamma \Delta \lambda^{1/3} \]
\[ = 19 \frac{5}{\lambda} \left( \varepsilon \delta \right)^{1/3} \] (34)

Now we define the “phase correlation timescale” \( \tau_\varphi \) as the time that has to elapse until the rms phase difference has changed by the amount \( \eta_\varphi \):
\[ \tau_\varphi(\delta) = \left( \frac{\lambda}{4} \delta \right)^{1/3} \frac{\lambda}{4 \beta(\varepsilon \delta)^{1/3}} = 0.16 \frac{\lambda}{(\varepsilon \delta)^{1/3}}. \] (35)

That is, we find the same timescale, \( \lambda/(\varepsilon \delta)^{1/3} \), that we have interpreted at the end of section 3.3 as the lifetime of a Bragg scatterer with a diameter of the order of \( \delta \).

In the case of a 915-MHz wind profiler we have \( \lambda = 32.8 \) cm, and a typical value of the energy dissipation rate in the atmospheric boundary layer is \( \varepsilon = 10^{-3} \) m\(^2\) s\(^{-3}\). Therefore the phase factors of two Bragg scatterers separated by a distance \( \delta = 10 \) m (comparable to the grid spacing of the LES that we used for this study) are statistically independent after 0.24 s. From \( \tau_\varphi \) as a function of \( \delta \) we obtain an estimate of how much is contributed to the broadening of the Doppler spectrum by the “subfilter turbulence,” i.e., by the small-scale turbulence within an individual LES grid cell, which we neglect in our simulation. From (2) and (35) we know that the following contribution to the Doppler-spectrum width is caused by turbulent motion having length scales smaller than \( \Delta \):

\[ \Delta \sigma_v = \frac{2 \Delta \omega_D}{k_B} = k_B = \frac{2 \pi}{\tau_\varphi} \approx 0.78 (\varepsilon \lambda)^{1/3}. \] (36)

Now consider a radar resolution volume that has a maximum diameter \( B \). If the outer length scale of the inertial range is not smaller than \( B \), then the rms velocity within that volume, i.e., the total spectral width \( \sigma_v \), is of the order of \( (\varepsilon B)^{1/3} \), and then the ratio between the loss of spectral width due to the nonresolved subfilter turbulence and the total spectral width and is of the order of

\[ \frac{\Delta \sigma_v}{\sigma_v} \approx \left( \frac{\lambda}{B} \right)^{1/3} \left( \frac{\Delta}{B} \right)^{1/3}. \] (37)

That is, the relative loss of spectral width is of the order of 1/10 even if the LES grid spacing \( \Delta \) were
Inserting $e = 10^{-3} \text{ m}^2 \text{s}^{-3}$ and $\Delta = 10 \text{ m}$ in (36) leads to $\Delta \sigma_v = 0.34 \text{ m s}^{-1}$. The expression for $\Delta \sigma_v$ in (36) can also be formally compared against the resolution of $v_r$ due to a finite dwell time $T_d$ [e.g., Gossard and Strauch, 1983, equation 11-10]:

$$\Delta \sigma_v = \frac{\lambda}{2T_d}. \quad (38)$$

Comparing (36) and (38) leads to the conclusion that the (missing) spectral broadening due to the nonresolved LES subfilter turbulence is smaller than the spectral resolution of the simulated Doppler spectra if the dwell time $T_d$ (the length of the time series from which the spectrum is computed) is smaller than the phase correlation time $\tau_p$. If the spectra are computed from longer simulated time series, the increased spectral resolution of the simulated spectra must not be misinterpreted as providing more accurate simulations of the spectral width. If the simulation technique presented in this paper is used to simulate techniques to retrieve the energy dissipation rate $\epsilon$ from the spectral width as proposed by Frisch and Clifford [1974], it has to be taken into account that the simulated spectral width does not contain the spectral broadening by the subfilter turbulence, which is not resolved by the LES. We do not know, however, how to analytically correct for the “missing spectral broadening” because the effective spatial filter of an LES is not known [Muschinski, 1996a].

4. Data Analysis

In this section we analyze the LES data and the wind-profiler signals that we simulated on the basis of the LES data set.

4.1. Single Doppler-Velocity Profiles

Figure 6 shows five different vertical profiles of the vertical velocity ($w$) above the grid point (96, 96, 0). The thin solid line with triangles is an instantaneous vertical line profile of $w$, obtained from an instantaneous three-dimensional realization of $w(x, y, z)$ as generated by the LES. We refer to this profile as the “simulated true” (instantaneous) $w$ profile. (Throughout this paper we are dealing with simulations of radar measurements made during short dwell times, i.e., dwell times that are not larger than the LES time step. All profiles shown in this paper have been generated on the basis of the same LES realization.) It is assumed that the grid point (96, 96, 0) is the site of the wind profiler the signals of which are simulated. The bold dashed line is the spatially averaged, simulated, true $w$ profile; that is, the simulated, true $w$ field has been three-dimensionally weighted with the wind profiler’s three-dimensional power weighting function $W^3(r)$. The solid line is the $w$ field, weighted with $W^2(r)C_n^2(r)$, where $C_n^2(r)$ is the instantaneous $C_n^2$ field as diagnostically calculated from the LES-generated fields by using (9). The squares and the crosses represent $v_D$ profiles, i.e., vertical profiles of the Doppler velocities obtained from the Doppler shifts of the wind-profiler signals simulated for the respective height, in steps of $\Delta_z$. The squares are Doppler velocities retrieved from wind-profiler signals that have been simulated assuming homogeneous $C_n^2$ within the respective radar resolution volume; the crosses are Doppler velocities retrieved from wind-profiler signals that have been simulated assuming the instantaneous, inhomogeneous $C_n^2$ distribution as provided by the LES. The dash-dotted line is not a velocity profile but the vertical profile of the $W^2(r)$-weighted $C_n^2$ field. We may interpret this profile as a profile of the instantaneous radar reflectivity.

The $v_D$ profile simulated with homogeneous $C_n^2$ (squares) follows nicely the profile of the three-dimensional, spatially averaged, true $w$ field (dashed line), and the $v_D$ profile simulated with inhomogeneous $C_n^2$ (crosses) is in good agreement with the vertical profile of the $W^2(r)C_n^2(r)$-weighted, i.e., reflectivity-weighted $w$. There is a clear disagreement, though, between the $W^2(r)$-weighted $w$ profile and the $W^2(r)C_n^2(r)$-weighted $w$ profile, and, correspondingly, between the $v_D$ profile simulated with homogeneous $C_n^2$ (squares) and the $v_D$ profile simulated with inhomogeneous $C_n^2$ (crosses). This disagreement clearly indicates that wind estimates based on the Doppler shift can be significantly biased if there is a large vertical gradient of the $W^2(r)$-weighted $C_n^2(r)$ during the observation. In a region where both $C_n^2$ and $w$ increase with height, the $W^2(r)C_n^2(r)$-weighted $w$ is essentially the vertical velocity within the upper region of the respective radar resolution volume and not the vertical velocity at its center. That is, if both $C_n^2$ and $w$ increase with height, the $W^2(r)C_n^2(r)$-weighted $w$ overestimates the true spatially averaged vertical velocity. In a region where $C_n^2$ increases and $w$ decreases with height, however, the $W^2(r)$-weighted $w$ is always smaller than the true, spatially averaged, vertical velocity, as can be seen in the region between 600 and 800 m in Figure 6.
4.2. Vertical Profiles of Horizontal Averages Over an Array of 400 Wind Profilers

In order to investigate the differences between the \( w \) profiles and the \( v_D \) profiles more thoroughly, we have simulated data not only for a single wind profiler but for an array of 400 wind profilers distributed evenly throughout the 9.4 km\(^2\) surface area of the LES model domain. The wind profilers are spaced by nine grid points (144 m) in the x direction and by the same amount in the y direction.

Figure 7 shows three vertical-velocity profiles. The solid line with no symbols is \( \bar{w}(z) \), i.e., the vertical velocities from the LES, horizontally averaged over the whole model domain at selected heights. (Because of computing-time limitations, we did not compute the horizontal averages for every LES layer but...
only for every 25th LES layer. This is the reason why the altitude spacing is 200 m, in contrast to the vertical profiles for a single radar as shown in the previous section.) We have \( w(z) = 0 \) because the LES is set up with periodic boundary conditions in the horizontal directions; then continuity requires that the horizontally averaged, vertical wind be exactly zero. The two profiles with the circles are two vertical profiles of \( \overline{v_D}(z) \), i.e., the vertical profiles of the simulated Doppler velocities, averaged over the 400 radar sites. In other words, the \( \overline{v_D}(z) \) profiles are horizontal averages of simulated wind-profiler observations of the vertical wind. The solid line with the circles is the \( \overline{v_D}(z) \) profile obtained under the assumption of homogeneous \( C_n^2 \) within the radar resolution volumes, and the dotted line with the circles represents the \( \overline{v_D}(z) \) profile obtained with the LES-generated, inhomogeneous \( C_n^2 \) distributions within the radar resolution volumes.

Figure 8 shows vertical profiles of the horizontal-plane variances of the vertical wind. Again, the solid line with no symbols is the simulated truth as obtained directly from the LES; the two lines with the circles are the profiles of the variances of the Doppler velocities as obtained from the 400 simulated radars. As in Figure 7, the solid and dotted lines with circles represent the results obtained from the Doppler-velocity simulations made under the assumptions of homogeneous and inhomogeneous \( C_n^2 \), respectively. A fourth line (thin, with squares) represents the variances of the \( H^2(\mathbf{r}) \)-weighted, LES-generated vertical velocities. As expected, this profile is almost identical to the profile of the \( v_D \) variances obtained under the assumption of homogeneous \( C_n^2 \) (solid line with circles). Figure 8 shows that the wind-profiler measurements underestimate the vertical-wind variances. This bias is caused by the spatial filtering of the wind field over the radar’s resolution volume. Typically, a significant portion of the wind variance is associated with length scales smaller than the size of the resolution volume. Therefore the bias is typically not negligible. It can be accounted for, however, on the basis of the spectral width, which is simultaneously measured and from which the nonresolved portion of the vertical-wind variance can be retrieved.

5. Discussion

As we have pointed out in section 1, there are several mechanisms that can give rise to biases of wind-profiler velocity measurements. Part of the mo-
Figure 8. Vertical profiles of the variances of simulated true and simulated observed vertical wind within horizontal planes in a simulated convective atmospheric boundary layer, generated with a large-eddy simulation (LES) model. Plain solid line designates variances of the LES-generated \( w \) field (simulated true \( w \) variances); solid line with squares designates variances of the \( W^2(r) \)-weighted, LES-generated \( w \) field; and solid and dotted lines with circles designate variance of the simulated Doppler velocities (i.e., simulated observed \( w \) variances), obtained under the assumption of homogeneous and inhomogeneous \( C_n^2 \), respectively, within the radar resolution volumes.

Motivation to develop the LES-based, radar-wind-profiler simulation technique presented in this paper was to extend the available methodology to identify, categorize, and quantify these biases.

In the previous section (see Figure 7) we have shown that the horizontal average of the vertical velocity measured by a simulated array of 400 wind profilers was not exactly zero (which was the simulated in situ truth as provided directly by the LES). There were deviations up to 5 cm s\(^{-1}\) in the simulation where we assumed uniform \( C_n^2 \) and deviations up to 13 cm s\(^{-1}\) in the simulation that was based on the \( C_n^2 \) field diagnostically obtained from the LES data set. Those deviations are of the order of the sampling error. We know that the \( w \) variance \( \bar{w}^2 \) is about 1 m\(^2\) s\(^{-2}\) in the CBL, and therefore the sampling error of the mean vertical velocity, \( \sigma_{\bar{w}} \), is given by

\[
\sigma_{\bar{w}} = \sqrt{\frac{\bar{w}^2}{N}},
\]

(39)

where \( N \) is the number of independent samples. That is, even if the 400 wind profilers would sample independently (i.e., even if there were no horizontal correlation between the vertical velocities observed at two points comparable to and larger than the wind-profiler spacing of 144 m), the sampling error would be as large as \( \sigma_{\bar{w}} = 5 \) cm s\(^{-1}\). The data point with a deviation of 13 cm s\(^{-1}\) from zero was obtained close to the inversion where the \( C_n^2 \) and its variance have a pronounced maximum, so that one can expect that a few very large \( C_n^2 \) values dominate the statistical ensemble.

Obviously, \( \bar{w} \) as shown in Figure 7 varies smoothly with altitude. This is because the vertical-velocity fluctuations in a CBL are highly correlated in the vertical direction. Therefore it is to be expected that also the sampling errors in the vertical velocity are correlated in the vertical direction. Hence \( \bar{w} \) varies smoothly with altitude.

We conclude that our simulations do not provide any support for the existence of a downward bias of up to 30 cm s\(^{-1}\) as reported by Angevine [1997]. Of course, this does not imply that such a bias does not exist. If it exists, however, it is not currently incorpo-
rated in our LES code. In particular, we exclude a nonzero correlation between \( C_{n}^{2} \) and \( w \) as a candidate for causing this bias. Such a correlation would cause a \( w \) bias of

\[
\Delta w(z) = \frac{\int \int C_{n}^{2}(x, y, z) w(x, y, z) \, dx \, dy}{\int \int C_{n}^{2}(x, y, z) \, dx \, dy},
\]

and from our I.F.S data, we have found that the maximum of the magnitude \( \Delta w(z) \) is located a few tens of meters above the ground and amounts to only a few millimeters per second. Apparently, the correlation between vertical velocity and radar reflectivity is much less important in the CBL than it is in the stably stratified atmosphere, as has been suggested by Nasstrom and VanZandt [1994]. The bias, however, could still be large enough to be comparable to synoptic-scale vertical velocities.

6. Summary and Conclusions

In this paper we have presented a new technique to simulate clear-air, wind-profiler signals resulting from the backscattering of electromagnetic waves from clear-air refractive-index irregularities. This simulation technique is a combination of large-eddy simulation (LES) and the theory of radio wave propagation in turbulently mixed, clear air.

We analyzed wind-profiler observations simulated with that technique, and we did not find a significant vertical velocity bias. This result is consistent with that of Angewine [1997], who presumes that the downward bias of up to 30 cm s\(^{-1}\) that he observed was caused by aerobiota (birds, insects). In general, our simulations support May et al. [1989], who have found that in the case of a good signal-to-noise ratio, it is mostly meteorological noise which determines the sampling error in standard wind-profiler observations, rather than any noise that stems from the measurement process itself.

In the future, the I.F.S-radar simulation technique could be applied to a huge variety of problems, from determining the effects of a finite signal-to-noise ratio, radio interference, ground clutter, and other contaminations on the retrieved meteorological quantities to problems concerning how to optimize the design of wind profilers and how to deploy and operate wind profilers in the field such that they provide maximum meteorological information.

Appendix: Analysis of the Random Phase Model

Here we derive in closed form the ensemble-averaged power spectrum of time series \( I(t) \) obtained on the basis of (25) in the limit of an infinite number of realizations of the field of phases. The finiteness of the dwell time is taken into account.

The signal (25) can be written as

\[
I(t) = \sum_{p=1}^{N} a_{p} \exp(-j\omega_{p}t) \exp(j\phi_{p}) \quad 0 \leq t \leq T_{d}
\]

where

\[
a_{p} = A_{r} \sqrt{C_{n}^{2}(r_{p})},
\]

\[
\phi_{p} = \varphi^{(p)},
\]

\[
\omega_{p} = k_{p} \cdot v_{p}.
\]

Spectral representation of \( I(t) \) should be a Fourier series because \( I(t) \) is defined on a finite interval. The Fourier series representation of \( \exp(-j\omega_{p}t) \) on the interval \( 0 \leq t \leq T_{d} \) is

\[
\exp(-j\omega_{p}t) = \sum_{n=-\infty}^{\infty} Z_{np} \exp(-2\pi jnt/T_{d}).
\]

The frequencies of the Fourier series are \( \omega_{n} = 2\pi n/T_{d} \) for \( n = \cdots, -2, -1, 0, 1, 2, \cdots \), and the Fourier amplitudes are

\[
Z_{np} = \frac{1 - \exp\left[-j(\omega_{p} - \omega_{n})T_{d}\right]}{f(\omega_{p} - \omega_{n})T_{d}}.
\]

If for some integer \( m \) we have \( \omega_{p} = \omega_{m} \), then (A6) becomes \( Z_{mp} = 1 \) and \( Z_{np} = 0 \) for \( n \neq m \).

The spectrum of \( I(t) \) for a collection of LES grid volumes at a single realization is

\[
\tilde{S}(\omega_{n}) = \sum_{p=1}^{N} a_{p} Z_{np}^{*} \exp(j\phi_{p}) \sum_{p=1}^{N} a_{p} Z_{np} \exp(-j\phi_{p}).
\]

The ensemble average of an infinite number of realizations \( \tilde{S}(\omega_{n}) \) is

\[
S(\omega_{n}) - \langle \tilde{S}(\omega_{n}) \rangle
\]

\[
= \left\{ \sum_{p=1}^{N} a_{p} Z_{np}^{*} \exp(j\phi_{p}) \sum_{p=1}^{N} a_{p} Z_{np} \exp(-j\phi_{p}) \right\}.
\]
where the angle brackets denote the average over an ensemble of phases \( \phi_p \) and \( \phi_{p'} \). Note that the \( \omega_n \) are determined by the 1-FS-generated \( v_p \) realization. Our random phase model is that the phases are assumed to be statistically independent unless, of course, \( p' = p \):

\[
\langle \exp (j\phi_{p'} - j\phi_p) \rangle = \left\{ \begin{array}{ll}
\langle \exp (j\phi_{p'}) \rangle \langle \exp (-j\phi_p) \rangle = 0 & p' \neq p \\
\langle \exp (0) \rangle = 1 & p' = p
\end{array} \right. - \delta_{pp'}.
\]

(A9)

Substitution into (A8) gives

\[
S(\omega_n) = \sum_{p=1}^{N} a_p^{2} Z_{np} Z_{np}^*.
\]

(A10)

Now

\[
Z_{np} Z_{np}^* = \left[ \frac{2}{(\omega_p - \omega_n) T_d} \left[ 1 - \cos \left( (\omega_p - \omega_n) T_d \right) \right] \right] \omega_p \neq \omega_n.
\]

(A11)

A graph of (A10) versus \( \omega_n \) is the Doppler spectral presentation. If \( T_d \) is very large, then the \( \omega_n \equiv 2 \pi n T_d \) are very closely spaced such that the condition \( \omega_p = \omega_n \) will be closely approximated for some \( n \). In this case, \( Z_{np} Z_{np}^* \) is approximately the Kronecker delta function, namely, \( Z_{np} Z_{np}^* = 1 \) for \( \omega_p = \omega_n \) and \( Z_{np} Z_{np}^* = 0 \) otherwise. For this case or large \( T_d \) the spectrum in (A11) is a weighted histogram of velocities with the weight \( a_p^2 \) assigned to each velocity component \( \mathbf{u} \cdot v_p = \omega_p/k_B \), where \( \mathbf{u} = k_B \mathbf{p}/k_B \) is the unit vector in the direction of the Bragg wave number in the \( p \)th subvolume. The graph of (A11) then takes on the appearance of a histogram if bins of frequency on the abscissa contain many values of \( \omega_n \). It is thus clear that the Doppler spectrum is approximately a weighted histogram of radar-radial velocity components only if \( T_d \) is very large.

One can calculate the standard deviation of the power spectrum for the random phase model. Using (A7) and (A8), we define the standard deviation of the power spectrum from individual realizations of the phases relative to the averaged power spectrum; namely, (A7) minus (A8) squared and averaged. Then take the square root, that is,

\[
\sigma = \left( \left\langle \left( \tilde{S}(\omega_n) - S(\omega_n) \right)^2 \right\rangle \right)^{1/2}
\]

\[
= \left\{ \left\langle \left( \sum_{p'=1}^{N} a_p Z_{np}^* \exp (j\phi_{p'}) \right) \left( \sum_{p'=1}^{N} a_{p'} Z_{np} \exp (-j\phi_{p'}) - S(\omega_n) \right) \right\rangle \right\}^{1/2}
\]

\[
= \left\{ \left\langle \left[ \sum_{p'=1}^{N} a_p Z_{np}^* \exp (j\phi_{p'}) \right] - \left[ S(\omega_n) \right]^2 \right\rangle \right\}^{1/2}
\]

\[
= \left\{ \left[ \sum_{p=1}^{N} a_p Z_{np} \exp (-j\phi_p) \right] - \left[ S(\omega_n) \right]^2 \right\}^{1/2}
\]

\[
= \left\{ \left[ \sum_{p=1}^{N} \sum_{p'=1}^{N} \sum_{p''=1}^{N} Q(s_p) - \left[ S(\omega_n) \right]^2 \right] \right\}^{1/2}
\]

(A12)

where

\[
s_p = \exp \left[ j(\phi_p - \phi_{p'}) \phi_{p''} - j\phi_{p''}) \right],
\]

(A13)

\[
Q = a_p Z_{np} a_p Z_{np}^* a_{p'} Z_{np} a_{p'} Z_{np}^*.
\]

(A14)

The average of \( s_p \) over uncorrelated phases gives \( \delta_{p'p} \delta_{p''p''} + \delta_{p'p''} \delta_{p''p'}, \) substitution of which gives

\[
u = \sqrt{2 \left[ S(\omega_n) \right]^2 - \left[ S(\omega_n) \right]^2 - S(\omega_n) - S(\omega_n)}.
\]

(A15)

That is, the random phase model has a standard deviation equal to the average power spectral level at each frequency \( \omega_n \), independent of how long the dwell time is chosen. This is qualitatively confirmed by Figure 4.
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