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Abstract. We apply the Holloway et al. [1997a] spaced antenna (SA) method to data collected with the Jicamarca VHF radar. Measurements are presented of an indicator of turbulent intensity (i.e., the standard deviation of the velocity fluctuation) and the parameters (orientation and correlation lengths) of horizontally anisotropic Bragg scatterers at tropospheric heights. We compare SA indicators of turbulence intensity to concurrent measurements obtained with a very narrow vertical beam (~0.8°). This comparison results in a very good agreement. We also show that the Jicamarca observations are due to a Fresnel scattering mechanism rather than a reflecting one. Finally, we find an L-shaped regression between the correlation lengths of Bragg scatterers and the indicators of turbulent intensity. When turbulence is weak (\(a_t < 0.1\) m s\(^{-1}\)), the horizontal correlation lengths have a large spread of relatively large values (i.e., large aspect sensitivity), but when turbulence is strong, the horizontal correlation lengths are much smaller.

1. Introduction

In this paper we apply the spaced antenna (SA) method described by Holloway et al. [1997a] (hereinafter referred to as Holloway et al.) to data collected with the Jicamarca VHF radar to determine the size, shape, and orientation of Bragg scatterers in the troposphere and to relate these characteristics of stochastic Bragg scatter [Doviak, 1999] to levels of turbulence in the flow and the location of scatterers relative to the radar site. Although Holloway et al. assume a Gaussian correlation model to simplify the solution, it can be shown, using results of Doviak et al. [1996], that the formulae of Holloway et al. can be extended to stochastic Bragg scatter from refractive index perturbations best described by a spectral model that includes both the anisotropic and isotropic characteristics of the scatterers. In this spectral model the isotropic characteristics are those associated with perturbations of refractive index calculated from the accepted Kolmogorov theory of turbulence. This is the first time
that the Jicamarca radar was used in the SA mode to observe the characteristics of the scatterers and turbulence in the tropospheric region. We estimate the levels of turbulence and use statistical methods to infer the accuracy of these estimates. We use the uniquely narrow beam of the Jicamarca radar (\textasciitilde0.8° half-power beam width) to calculate directly the levels of turbulence without having to correct for beam-broadening effects because they are expected to be very small [e.g., Hocking, 1996]. For example, for an isotropic atmosphere and a 5 m s\(^{-1}\) horizontal wind (typical value over Jicamarca between 5 and 10 km) the beam-broadening contribution is \(\leq2.34\) cm s\(^{-1}\).

The narrow beam turbulence estimates are compared with those determined by the SA method.

The Holloway et al. method to determine the cross correlation of signals in spaced receivers is based upon a model of the statistical characteristics of the scatterers and the flow in which they are embedded. However, the cross-correlation functions reduce exactly to those derived from the full correlation analysis (FCA) of Briggs [1984, equation (12)] and Briggs and Vincent [1992, equation (32)], which are principally based on models of the diffraction pattern. Furthermore, Holloway et al.'s approach explicitly accounts for the effects that the transmitting and receiving antennas have on the diffraction patterns, whereas in a generalized FCA [Briggs, 1992] these effects are only implicitly expressed. Also, using the results of Doviak et al. [1996], Holloway et al.'s approach can be applied to scattering from refractive index perturbations in turbulent flow described by the Kolmogorov theory of turbulence.

Holloway et al.'s formulation and therefore those derived from FCA apply to receivers symmetrically placed about the transmitter. Recently, Holloway et al. [1998] have presented emendations to the Holloway et al.'s formulas to consider general SA configurations. These corrections do not change significantly the magnitude of cross-correlation functions, but the phase component could be significantly modified, affecting vertical velocity and angle of arrival measurements. These phase terms have been studied in more detail by Chau and Balsley [1998a].

The Jicamarca data set that we use in this work has been obtained using a noncollocated SA configuration (i.e., receivers are not symmetrically placed about the transmitter). Because the horizontal wind vector, turbulence, and Bragg scatterers' sizes, shape, and orientation (i.e., the parameters of the scatterers' horizontal correlation ellipse) depend only on the magnitude of the cross-correlation and autocorrelation functions; the measurements of these variables are not affected by the noncollocated SA configuration.

Hocking and Hamza [1997] point out that earlier reports of experiments simply classify the scatterers as “specular” and “isotropic”. In the appendix, we use quantitative theory [e.g., Doviak and Zrnić, 1993; Doviak et al., 1996] to specify limits on the horizontal correlation lengths \(\rho_{bc}\) of Bragg scatterers for which the echoing mechanism can be considered to be specular (i.e., reflective) or horizontally anisotropic or isotropic scatter (i.e., from horizontally anisotropic or isotropic refractive index perturbations). It is shown that the observed echoes reported here are due to a Fresnel scattering mechanism because the Bragg scatterers’ correlation scales \(\rho_{bc}\) are not substantially smaller than the transmitting antenna diameter \(D\) [i.e., Doviak and Zrnić, 1993, condition (11.124)] and not larger than the first Fresnel zone diameter \(2\sigma_F\), which is the condition of reflection as shown in the appendix. Bragg scatterers are said to involve a Fresnel scattering mechanism if they have a sufficiently large cross-beam correlation length that requires second order expansion of the phase terms for closed form analytic solutions. If the correlation length is sufficiently small such that the second order expansion is not required, then the scattering mechanism is a Fraunhofer one [Doviak and Zrnić, 1993, section 11.5.2].

The paper is organized as follows. In section 2 we summarize the expressions needed to get the SA parameters. In section 3 the radar observations are presented, followed by a discussion in section 4. Finally, in section 5 our results are summarized.

2. SA Expressions for Calculating Scattering Parameters

Holloway et al. have shown that the magnitude of the normalized cross correlation function (NCCF) can be well approximated to have a Gaussian form. It is important to mention that Holloway et al.'s approach, based on assumptions about the scattering medium, and the approaches presented by Briggs [1984] and Meek [1980], based on assumptions about the diffraction pattern, each give essentially the same horizontal wind. However, Holloway et al. present explicit expressions to determine an indicator of tur-
Then we adopted a phase screen model for the refractive index of irregularities [Ratcliffe, 1956], i.e.,
bulent intensity of the wind and the parameters (ori-
entation, shape, and sizes) of horizontally anisotropic
perturbations of refractive index that scatter the inci-
dent radiation. Such parameters can be calculated as
follows.

1. The indicator of turbulent intensity, $\sigma_T$ (i.e., the
standard deviation of assumed isotropic wind fluctu-
ations within the radar’s resolution volume), of an
otherwise uniform flow is calculated using Holloway
et al. (equations (34), (37), and (39)), i.e.,

$$
\sigma_T = \frac{1}{2k_0^2} \left( \frac{1}{3c^2} + 4\tau_{u_0}^2 + 4\tau_{v_0}^2 + 8H\tau_{u_0v_0} \right)^{1/2},
$$

where $A$, $B$, and $H$ are parameters calculated from
the magnitudes of the NCCFs [e.g., Briggs, 1984;
Holloway et al., 1997a], $\tau$ is the square root of the
second central moment of the magnitudes of autocor-
relation or cross-correlation functions, $k_0$ is the ra-
dian wavenumber ($2\pi/\lambda$), and $\tau_{u_0}$ and $\tau_{v_0}$
are the horizontally uniform wind components along the
orthogonal $x$ and $y$ directions. A similar SA expres-
sion to infer an indicator of turbulent intensity (in this
case the mean lifetime of the diffraction pattern) has been
presented in previous works [e.g., Briggs, 1980, 1984].

The uniform velocity components can be obtained
by using Holloway et al.’s (34) and (17) or by using
other SA approaches [e.g., Briggs, 1984; Meek, 1980;
Briggs and Vincent, 1992; Sheppard and Larsen, 1992;
Liu and Pan, 1993]. A statistical comparison of hori-
zontal winds obtained with most of these SA ap-
proaches has been presented by Chau and Balsley
[1998c]. They found out that under a high SNR
regime all the SA techniques studied gave, essentially,
the same wind information. To estimate accurately
the vertical component of wind, one needs to use the
formulas presented by Holloway et al. [1998] or Chau
and Balsley [1998a].

2. The angle of orientation of the irregularities ($\psi$)
can be calculated from Holloway et al.’s (50); i.e.,

$$
\psi = \frac{1}{2} \arctan \frac{2H}{A - B}.
$$

3. The major and minor axes of the irregularities’ cor-
relation ellipse ($\rho_{u_0}$ and $\rho_{v_0}$) are obtained from
Holloway et al.’s (25); i.e.,

$$
\rho_{u_0} = \sqrt{\xi_x^2 - 2a_h^{-2}}.
$$

4. The major and minor axes of the correlation ellipse
along the $x'$ and $y'$ axes are oriented. These corre-
lational lengths can be obtained using Holloway et al.’s
(52) and (51), respectively. The antenna parameter
$\alpha_h$, derived by Doviak et al. [1996], is given by

$$
a_h \approx k_0 \frac{\sigma_T}{z_0} \sqrt{\frac{2\sigma_R^2}{\sigma_R^2 + \sigma_R^2}},
$$

where $\sigma_T$ and $\sigma_R$ are the beam widths in units of
length at distance $z_0$, are the square roots of the second
moments of the transmitting and receiving antenna’s
one-way radiation pattern, respectively. In the deriva-
tion of (5) the beams of the receiving and transmit-
ting antennas are stipulated to have circular sym-
metry. We assume the square array antennas used
in our experiment also produce circularly symmetric
beams.

The correlation lengths of the scatterers can be
used to calculate the components of the aspect sen-
sitivity parameter $\theta_S$ [e.g., Hocking et al., 1986].
The parameter $\theta_S$ provides a measure of the rate of fall
off of power as a function of zenith angle, and it is usu-
ally obtained with SA systems. In previous papers a
circularly symmetric backscatter polar diagram of
the scatterers of the form $\exp[-\sin^2 \theta \sin^2 \theta_S]$ has
been assumed [e.g., Reid, 1988; Holdsworth and Reid,
1995; Lesicar and Hocking, 1992; Lesicar et al., 1994],
even though the scattering could have been hori-
zontally anisotropic. It is possible to account for
anisotropic scatter using the theory of Briggs [1992].

Taking into account the horizontally anisotropic
case, the components of the aspect sensitivity vector
(in radians) are calculated from

$$
\theta_{S_x} = \arcsin \frac{1}{\sqrt{2k_0 \rho_{u_0}}}.
$$

$$
\theta_{S_y} = \arcsin \frac{1}{\sqrt{2k_0 \rho_{v_0}}}.
$$

In obtaining these expressions we employed the fol-
lowing polar diagram of backscatter:

$$
B(\theta_x', \theta_y') \propto \exp \left\{ -\frac{\sin^2 \theta_x'}{\sin^2 \theta_{S_x}} - \frac{\sin^2 \theta_y'}{\sin^2 \theta_{S_y}} \right\}.
$$
\(K_{x,y} = 2k_0 \sin \theta_{x,y}^*\), and used it in a horizontally anisotropic version of the spatial spectrum of the refractive index of irregularities (see the isotropic version of Dovnik et al. [1996, equation (28)]), to obtain an expression for the polar diagram of backscatter that has the horizontal correlation lengths explicitly shown. Moreover, in arriving at (6) and (7) we have assumed horizontal layers, i.e., \(B(\theta_x^*, \theta_y^*)\), centered at \((0,0)\). However, these expressions do not get modified if layers with small tilt angles are considered [e.g., Chau and Balsley, 1998a]. We will be using (6) and (7) to compare observations of \(\theta_S\) made by others to the observations reported in this paper.

3. Data Presentation

The Jicamarca radar (near Lima, Perú) operates at \(\sim 50\) MHz and has a 288 by 288 m antenna array. The array is composed of 64 separate modules. Each module consists of a 12 by 12 array of cross-polarized half wave dipoles. Figure 1 shows the antenna configuration for our measurements. The vertically pointing full array E was used for both transmission and reception (i.e., monostatic mode) in the \(x\)-aligned polarization to gather the information from the “narrow” vertical beam. Antenna D was also used in a monostatic mode in the \(y\)-aligned polarization to obtain the measurements from the “wide” vertical beam. Modules A, B, and C were pointed on axis (\(-1.46^\circ\) from vertical along the \(y\) axis) and were used for reception only in the \(y\)-aligned polarization. Therefore the SA configuration consisted of receiving modules A, B, and C and the transmitting antenna D. As is shown by Chau and Balsley [1998a, section 2.1.2], the small off-vertical pointing of the receiving modules does not affect the magnitudes of the NCCFs because the one-way beam widths of A, B, and C are much larger than the transmitting beam width. Note that the two-way half-power beam widths of the narrow and wide beams are \(\sim 0.8^\circ\) and \(\sim 3.0^\circ\), respectively, and the one-way beam width of the receiving arrays A, B, and C is \(\sim 8.2^\circ\). More details on the experimental setup are given by Chau and Balsley [1998b].

We have obtained processed data every 196.6 s (\(\sim 3\) min). A Gaussian function has been fitted to the magnitude of the NCCFs, i.e., to the SA data. The amplitudes, delays to the peak (\(\tau_p\)), and correlation widths (\(\tau_c\)) of the Gaussian functions have been used to get the cross-correlation values at zero lag and the lags (\(\tau_l\)) where the autocorrelation and the cross correlations intersect. Data have been rejected when (1) the signal to noise ratio (after coherent integration) was below -6 dB, (2) Gaussian fitting was poor, and (3) estimation of \(\tau_c\) was not consistent (i.e., very different values of \(\tau_c\) were obtained from the autocorrelations and the cross correlations). It is important to point out that we have removed “window biases” by dividing the NCCFs at lag \(k\) by \(M - |k|\) instead of \(M\) [e.g., Oppenheim and Schafer, 1975, p. 554], where \(M\) is the number of points of the time series used. The spectral data from both vertically directed beams, wide and narrow, were analyzed using a least squares fitting approach similar to the one presented by Sato and Woodman [1982].

We present in Figure 2 the indicator of turbulent intensity and the diffraction pattern parameters obtained using Holloway et al.'s approach. In Figure 2a, we show the indicator of turbulent intensity \(\sigma_t\) calculated from (1), while the orientation of the diffraction pattern's correlation ellipse in the \(x,y\) coordinate frame is presented in Figure 2b. The orientation of the \(x,y\) coordinate frame is rotated clockwise by 51° relative to north (e.g., the \(x\) axis is at 141°, whereas the \(y\) axis is at 51° relative to north). We
Figure 2. (a) Indicator of turbulent intensity $\sigma_t$, (b) orientation of the major axis of the diffraction pattern's correlation ellipse, and the correlation lengths ($\xi_x$ and $\xi_y$) along the (c) major and (d) minor axes of the ellipse calculated using the spaced antenna (SA) configuration. The orientations are represented by short lines every 1 hour and 1 km, and horizontal and vertical lines are aligned with the $x$ and $y$ axes shown in Figure 1.
also present in Figures 2c and 2d the major and minor lengths of the diffraction pattern’s correlation ellipse. In all cases we have applied a five-point median filter (~15 min) to each height in order to mask most of the outliers. On these diagrams, missing values have been represented in white, and they occur, mainly, above 10 km. When the “gaps” caused by the missing values were too long, we have used the original values instead of the filtered values.

Examining Figure 2, we can clearly identify space and time regions of weak and strong turbulence. Large regions of weak turbulence (i.e., $\sigma_t < 0.1 \text{ m s}^{-1}$) occur on days 26 and 27, and at those locations, there is mostly a north south orientation of the correlation ellipse and large values of the correlation length (i.e., $\xi_{x,y} > 40 \text{ m}$). On the other hand, regions of strong turbulence are mostly characterized by a random orientation of the correlation ellipse and much smaller values of correlation lengths.

To have a closer look at the relation between correlation lengths and the indicator of turbulent intensity, we present in Figure 3 a time series of these parameters at 6.60 km. Note that in Figures 3c and 3d we are also showing the values of the correlation lengths of the Bragg scatterers ($\rho_{Bx}', \rho_{Bz}')$. Such values were obtained using an empirical value of the antenna parameter $a_h$ in (3) and (4), respectively. Again, we see a long-lasting period of weak turbulence on day 27 and a long-lasting period of strong turbulence on day 29. Note some short transitional events of weak-strong-weak turbulence denoted by the pointing-up arrows, where a small increase of $\sigma_t$ corresponds to a large decrease on both $\xi_x'$ and $\xi_y'$. On the other hand, in strong-weak-strong transitional events of turbulence (e.g., the pointing-down arrow) a small increase on both correlation lengths is accompanied by a large decrease on $\sigma_t$. The median ratio $\rho_{Bz}'/\rho_{Bx}'$ is 0.65. Slightly larger values are obtained above 15 km (~0.69).

The antenna parameter $a_h$, needed to get $\rho_{Bx}'$ and $\rho_{Bz}'$, has been calculated from the observations in Figures 3c and 3d, and it is shown with a horizontal dashed line. We have chosen the minimum value of the smooth version (five-point median average) of the correlation lengths $\xi_{x,y}'$ in the region 5-8 km. This empirical value corresponds to $a_h \approx 0.052 \text{m}^{-1}$. On the other hand, we have calculated the antenna beam widths from the theoretical antenna patterns of the coaxial-collinear (COCO) arrays used and applied them in (5) to obtain a theoretical value of 0.04 m$^{-1}$. The larger empirical value (~30%) implies that the actual antenna beam widths of the SA transmitting and receiving antennas are larger than the theoretical values that were computed assuming a uniform distribution of current across the arrays. These observations suggest that under certain conditions (i.e., $\rho_{Bx}', \rho_{Bz}' \ll D$) we can use measured diffraction pattern scales to calculate the beam widths of the transmitting and receiving antennas.

To examine more thoroughly the negative correlation between the Bragg scatterer’s correlation length and the indicator of turbulent intensity, we show in Figure 4 a scatter plot between $\rho_{Bx}'$ and $\sigma_t$. Notice the L shape of the scatter plot for high values of $\sigma_t$, $\rho_{Bx}'$ tends to a constant value (~12 m), while for low values of $\sigma_t$, $\rho_{Bx}'$ has a broad range of relatively large values. The cause of the L-shaped pattern is discussed in section 4.3.

4. Discussion

4.1. Validity of SA Turbulence Measurements

What is the accuracy of the $\sigma_t$ measurements? In order to get an approximated value we have calculated the autocovariance function of ~3 min $\sigma_t$ values under two different turbulent conditions. In Figures 5a and 5b we show the time series and autocovariance function of $\sigma_t$ for an 8 hour period of weak turbulence. The ~3 min estimates are represented by diamonds, while a three-point median average series is represented by a solid line in Figure 5a. The solid line in Figure 5b represents the autocovariance function for the solid curve in Figure 5a. Before the autocovariance function was calculated we removed the low-frequency components of both time series by subtracting a 20-point median average series. In Figure 5b, note the abrupt change in the autocovariance data from zero lag to the first lag and the more regular dependence for longer lags. At longer lags the autocovariance function exhibits a wave like dependence with a 30 min period. This is likely due to the presence of a gravity wave. On the other hand, the abrupt change at zero lag suggests uncorrelated noise. An estimate of the error variance of $\sigma_t$ is calculated by subtracting the autocovariance values of the two series (i.e., one with samples at 3 min inter-
Figure 3. (a) Indicator of turbulent intensity, (b) angle $\psi$ of orientation relative to the x axis in Figure 1, and (c) major and (d) minor correlation lengths at 6.6 km. The solid lines are five-point median averages. The arrows locate examples of weak-strong-weak (up) and strong-weak-strong (down) events of turbulence. The horizontal dashed lines on Figures 3c and 3d represent the antenna parameter ($\sqrt{2} \omega^{-1}$) that has been calculated from the $\xi$ measurements.
vals and the other a three-point median average) at zero lag. The same procedure has been applied to an 8 hour period of strong turbulence in Figures 5c and 5d.

The computed values of the standard errors of the $\sigma_t$ estimates are $\sim 1.4$ cm s$^{-1}$ and $\sim 5.0$ cm s$^{-1}$ for the periods of weak and strong turbulence. This corresponds to about 18% relative error (i.e., relative to the mean value of $\sigma_t$) for both time periods. Therefore the calculated errors appear to be approximately proportional to the mean value of $\sigma_t$. This result is in agreement with theoretical statistical errors calculated for spectrum width measurements if the SNR is larger than $\sim 10$ dB [Doviak and Zrnić, 1993, Figure 6.6].

We also compare the SA calculated $\sigma_t$ and the spectral widths $\sigma_v$ observed with both vertical beams: wide and narrow (Figure 6). To be precise, we should compare $\sigma_t$ calculated from $\sigma_v$. However, this calculation requires estimation of the Bragg scatterers'.

Figure 4. A scattered plot between $\rho_{Bz}$ and $\sigma_t$ for heights 5.70-7.95 km.

Figure 5. Time series and autocovariance function of $\sigma_t$, during periods of (a) and (b) weak and (c) and (d) strong turbulence. The diamonds represent the information for $\sim 3$ min estimates, while the solid lines represent the information for the three-point median average. The empirical statistical error variances of $\sigma_t$ are given by the difference between the two horizontal lines in Figures 5b and 5d.
Figure 6. Comparisons of the SA indicator of turbulent intensity $\sigma_t$ and the spectral width $\sigma_v$ from two vertical beams: (a) wide (3.0°) and (b) narrow (0.8°).

correlation length. That is, using the vertical beams, the Bragg scatterers' horizontal correlation length must be known to estimate $\sigma_t$ because Bragg scatterers having large horizontal correlation length and located nearer to the beam axis will contribute much more to the backscattered signals than those scatterers nearer to the beam edge. This deduction is result of the fact that the diffraction pattern of Bragg scatterers with longer horizontal correlation lengths is narrower than the one produced by Bragg scatterers with shorter correlation lengths. Thus large Bragg scatterers not directly along the beam axis will contribute less backscatter than those away from it. In this case the region from where scatter is mostly returned to the receiving antenna is significantly less than the area illuminated by the transmitting beam. Consequently, the effect of uniform wind on spreading the Doppler spectrum of radial velocities is significantly reduced. This reduced effect is given by Holloway et al. [1997b, equation (36)]. For example, if the Bragg scatterers' correlation length is large, the correlation length of the diffraction pattern is correspondingly large, and hence the contribution $\sigma_s$ to the spectrum width due to radial velocity shear of the uniform wind across the beam (i.e., the so called “beam broadening” effect) is less than if the scattering were isotropic. The condition for isotropic scattering from Bragg scatterers is given in the appendix. If scattering is isotropic, the smaller the beam width, the smaller the beam-broadening effect. Thus most accurate measurements of turbulence require the use of very narrow beams.

The SA method directly gives the horizontal correlation lengths of the Bragg scatterers that are needed to estimate $\sigma_t$ using the vertical beam data. Doppler beam swinging (DBS) profilers typically have beams offset from the vertical at only a single zenith angle in two orthogonal directions. Thus there is at most a single point to estimate each of the horizontal correlation scales of the Bragg scatterers. This leads to much larger uncertainty in estimation of the correlation scales compared to that obtained with the SA method. This is particularly important for turbulence measurements with long wavelength (i.e., $\lambda > 1$ m) wind profilers. To obtain an accurate estimate of $\sigma_t$ from the width $\sigma_v$ of the observed Doppler spectrum, the contribution $\sigma_s$ needs to be removed from $\sigma_v$, or very narrow beams should be used. There is an advection term due to vertical motions that also contributes to $\sigma_v$; this is typically small [Donn et al., 1996]. Lescar and Hocking [1992] discuss a heuristic method to remove the beam-broadening effects, but the SA method of Holloway et al. automatically takes care of this effect.

Nevertheless, if the widths of the vertically directed beams are sufficiently narrow, the spectrum width $\sigma_v$ will be a good estimate of $\sigma_t$. Thus, in Figure 6 we show scatter plots of $\sigma_t$ versus $\sigma_v$ ob-
tained from observations with both wide and narrow vertical beams, for the height interval 5.70-7.95 km. The wide beam values (Figure 6a) show larger values than \( \sigma_t \) because radial velocity shear across the beam, present even if wind is uniform, increases the spectrum width more for broader beams. We can clearly see the good agreement, as might be expected, between the \( \sigma_t \) measured with the narrow beam and \( \sigma_t \) obtained from Holloway et al.'s SA method.

The fact that we have good agreement between the spectrum width measured with the vertical beam of \( \sim 0.8^\circ \) width and the \( \sigma_t \) deduced from the SA configuration indicates that effects of radial velocity shear, associated with scales of motion larger than the resolution volume, are negligible in observations made with the narrow vertical beam. Thus the \( \sigma_t \) derived from SA observations, made with a transmitting beam width 4 times larger and receiving beams of widths 8 times larger than the narrow beam, should give reasonably accurate estimates of the turbulent component of vertical motions.

We now make some theoretical estimates of \( \sigma_t \) to compare to our observations. We assume that the variance of the turbulent velocity fluctuations, \( \sigma_t^2 \), can be written as twice the integral over the inertial range spectrum of the turbulent kinetic energy per unit mass [e.g., Batchelor, 1953, equations (3.1.6) and (6.5.3)]:

\[
E(k) = \alpha \varepsilon^{2/3} k^{-5/3},
\]

where \( \alpha \) is the so-called Kolmogorov constant, which has a universal value close to 1.5 [e.g., Tatarskii, 1971, section 12], \( \varepsilon \) is the energy dissipation rate per unit mass, and \( k \) is the wavenumber and where the integration is performed over all wavenumbers larger than a cut off wavenumber \( k_c \):

\[
\sigma_t^2 = 2 \int_{k_c}^{\infty} \alpha \varepsilon^{2/3} k^{-5/3} dk.
\]

According to Heisenberg [1948, p. 635] the diameter \( d \) of a turbulent eddy is related to “its” wavenumber \( k \) via

\[
k = \frac{\bar{u}}{\varepsilon}.
\]

Equation (11) has been successfully applied for various problems in which it was necessary to relate geometrical properties of turbulence features in physical space to those in wavenumber space [e.g., Muschinski and Roth, 1993; Muschinski, 1996, p.245; 1998a, equation(2.11)]. Here we use (11) as a relation between the outer scale of the inertial subrange \( k_c \) and the diameter \( L \) of the largest overturning eddies:

\[
k_c = \frac{\pi}{L}.
\]

It is not certain whether or not \( L \) is necessarily identical to the thickness of the layer. By definition, however, the thickness of a turbulent layer is the upper limit of \( L \) within that layer. That is, when estimating \( \sigma_t \) on the basis of inertial range turbulence theory, we neglect contributions to the integral for \( \sigma_t^2 \) from wavenumbers smaller than \( k_c \). Non overturning eddies are not expected to contribute to \( \sigma_t \) because in the free atmosphere, all vertical motions, except those associated with gravity waves, are part of the overturning process (i.e., turbulence); vertical motions on scales larger than \( L \) are associated with gravity waves or large-scale weather phenomena (e.g., fronts) that contribute only to the mean Doppler velocity; only vertical motions on scales smaller than \( \sigma_T \) (i.e., the beam width \( \approx 100 \) m at \( z = 6 \) km) contribute to \( \sigma_t = \sigma_t \) (Figure 6). Thus we obtain the following integral that relates \( \sigma_t, \varepsilon, \) and \( L \):

\[
\sigma_t^2 = 2 \int_{k_c}^{\infty} \alpha \varepsilon^{2/3} k^{-5/3} dk,
\]

and we find

\[
\sigma_t = \sqrt{3} \alpha \left( \frac{\varepsilon L}{\bar{u}} \right)^{1/3} \approx 1.4 \varepsilon^{1/4} L^{1/4}.
\]

This means that \( \sigma_t \) is a fairly weak function of \( \varepsilon \).

Ball [1961, Figure 3] has compiled \( \varepsilon \) measurements from 13 different sources into a single diagram that shows \( \varepsilon \) as a function of height in a log-log diagram. The altitudes range from \( < 10 \) cm above the ground to well into the stratosphere. Ball [1961, Figure 3] shows that \( \varepsilon = 10^{-5} \mu \text{m}^2 \text{s}^{-3} \) is a reasonable first guess for a representative value of \( \varepsilon \) in the middle troposphere. Then we obtain \( \sigma_t = 3.2 \text{ cm s}^{-1} \) for \( L = 1 \) m and \( \sigma_t = 15 \text{ cm s}^{-1} \) for \( L = 100 \) m. We conclude that the values for \( \sigma_t \) that we observed are in agreement with what one should expect from simple reasoning.

4.2. Observations of a Scattering Mechanism

We now show that our observations are due to a Fresnel scattering mechanism and not to a reflecting one. For this discussion we consider the height range 5.70-7.95 km, where the following parameters are obtained: (1) The first Fresnel zone radius \( r_F \)
is 130–154 m. (2) From Figure 4 the Bragg scatterers’ correlation lengths along the major axis \( \rho_{Bz} \) are 12–50 m. Slightly smaller values are obtained along the minor axis. These values of \( \rho_{Bz} \) correspond to aspect sensitivity values \( \theta_{s_{z, y}} \) of 0.8°–14°. Similar values of \( \theta_{s} \) have been obtained in the 5–8 km region by Vincent et al. [1987] using the Adelaide VHF radar. Note that Vincent et al. [1987] assumed a horizontally isotropic aspect sensitivity function, i.e., \( \exp[-\sin^{2} \theta / \sin^{2} \theta_{s}] \). (3) The median ratio \( \rho_{Bz} / \rho_{H} \) is 0.65.

Therefore, following the criteria presented in the appendix, our tropospheric observations come from a horizontally anisotropic scattering mechanism, i.e., \( \min\{\rho_{Bz, y}\} < 2 \rho_{H} \) and \( \rho_{Bz} \neq \rho_{H} \). Furthermore, because the Bragg scatterer’s correlation length does not satisfy the condition \( \rho_{Bz, y} \ll D/4 \), the echoing mechanism is Fresnel scatter. Fresnel scatter arises because the second-order phase term is required in the scattering integral. The same result is obtained for the near-tropopause observations, although correlation scales are larger at those heights than at tropospheric heights (see Figures 2c and 2d).

4.3. Indicator of Turbulent Intensity Versus Bragg Scatterer’s Correlation Length

An L-shaped pattern is found when values of \( \sigma_{l} \) are plotted against the horizontal scale \( \rho_{Bz} \) of the Bragg scatterers (Figure 4; a similar L-shaped pattern is found when \( \sigma_{l} \) is plotted against \( \rho_{Bz} \)). This suggests that if turbulence is extremely weak (i.e., \( \sigma_{l} < 0.1 \text{ m s}^{-1} \)), the correlation scales have a large spread of relatively large values (i.e., up to 50 m), but if turbulence is strong, the correlation scales of the Bragg scatterers are much smaller.

During periods of strong turbulence the Bragg scatterers’ correlation scales range from 6 to 15 m (Figure 4). If the Bragg wavelength places the radars sampling function in the isotropic region of the spectrum of refractive index perturbations [e.g., Donnak et al., 1996, Figure 7], the Bragg scatterer’s horizontal correlation length would be of the order of a wavelength [Donnak et al., 1996, section 3.3]. Since the horizontal scales of refractive index perturbations during our observations of strong turbulence are of the order of a wavelength (i.e., 6 m), the scales of turbulence we observe during periods of strong turbulent activity are likely within the inertial subrange, which is the range of isotropic turbulence.

The presence of large correlation lengths when turbulence is extremely weak or absent suggests that the perturbations in refractive index are created upstream of the vertically directed antenna beam. We propose the following hypothetical scenario to explain this suggestion. After upstream turbulence smears (through the mixing process) the vertical gradient of the mean potential temperature in the mixed layer it enhances these gradients in regions bounding the mixed layer [e.g., Muschinski and Wode, 1998, Figure 8]. Within the regions of enhanced potential temperature gradients, refractive index perturbations are more intense, but buoyancy forces are stronger and more likely to attenuate the undulations of refractive index perturbations caused by turbulence and/or gravity waves within these regions. Weinstock [1978] demonstrates that gravity waves are excited by turbulence, and those with scales within the buoyancy subrange are weakly attenuated by turbulence, as they propagate away from the mixed layer, compared to those with scales in the inertial subrange. That is, turbulence both excites and attenuates gravity waves in the region bounding the nearly neutral layer being formed by the mixing action of turbulence. In strongly stratified (i.e., very stable) layers a wide spectrum of waves can propagate, but in weakly stratified layers, only longer waves can propagate. Thus the energy of the longer length gravity waves, excited by turbulence in the buoyancy subrange, can continue to propagate into the weakly stratified regions of the ambient atmosphere, whereas the smaller scales of turbulence and refractive index perturbations will be locally dissipated through the cascade process and eventually dissipated by molecular diffusion. In other words, the momentum and energy of turbulence within the buoyancy subrange can be carried away by gravity waves, leaving behind the horizontally large-scale perturbations of temperature and humidity that compose the perturbations of the refractive index. In summary the larger-scale velocity perturbations are reduced more quickly than those of the refractive index because internal waves in a stable environment transfer momentum but not heat or moisture, the two principal variables composing the refractive index field. Thus the cascade process for velocity could be a leaky one, whereby energy and momentum in the buoyancy and inertial subranges are transported away by internal waves as well as being transferred to smaller scales [e.g., Bolgiano,
In this way, large scale velocity perturbations can be dissipated before those of the refractive index. These large-scale perturbations in the refractive index can then be only removed by molecular diffusion, a relatively slow process. For example, using equations developed by Batchelor [1953], Muschinski [1998b, p. 41] shows that the $e$-folding time for the decay of the 3 m refractive index scales observed with radar is $\sim$80 min. Up to this point we only described how large-scale refractive index perturbations (i.e., Bragg scatterers) can remain after turbulence has ceased, but we do not explain why Bragg scatterers have smaller horizontal correlation lengths when turbulence is present. The following paragraph provides an explanation.

Bragg scatterers having large horizontal scales are not necessarily created by turbulence having the same scale as implied in the preceding discussion. That is, Bragg scatterers with large horizontal scales can be created by the vertical shear of horizontal wind [Hocking and Hamza, 1997]. Although turbulence has vanished (i.e., gravity waves carry away the perturbations of velocity while leaving behind those associated with refractive index), the remaining perturbations of refractive index are slowly stretched by vertical shear of the wind into horizontally elongated scattering and/or reflective structures. The farther upstream the source of turbulence, the more likely we would observe Bragg scatterers with large correlation lengths before they are dissipated by molecular diffusion. Moreover, while vertical shear of the wind horizontally elongates the perturbations of refractive index, it can be demonstrated that shear also sharpens their vertical gradients.

Our observations lead to the conclusion that in absence of turbulence above the radar site the horizontal scales of Bragg scatterers will most likely be the largest horizontal scales that remain after turbulence has ceased; the larger horizontal scales are continuously being generated by the action of vertical shear. These residual perturbations might be considered “fossil turbulence” because they are perturbations in the refractive index that remain after turbulence has ceased but are thought to be those continually generated by active turbulence. However, the essential feature of fossil turbulence is that vertical velocity fluctuations are absent, although the horizontal motions might remain [Woods, 1969]. The $\sigma_t$ we estimate comes from vertical motions within the radar’s resolution volume, and these are the only ones measured with the vertical beam.

Thus we cannot rule out that horizontal motions persist and that the original region of three-dimensional turbulence might have given way to two-dimensional turbulence. Nevertheless, refractive index perturbations appear to remain, although turbulence is very weak or absent.

5. Summary

This is the first time the Holloway et al. approach, which is based on assumptions about the scattering medium, is applied to a VHF SA system. With this approach, as with the FCA, beam-broadening effects are inherently removed, and we obtain direct measurements of the indicator of turbulent intensity. In addition, the orientation and sizes of horizontally anisotropic refractive index perturbations are also directly measured. These measurements have been obtained under two turbulent conditions: weak and strong.

The Holloway et al. approach provides reasonable measurements of the indicator of turbulent intensity ($\sigma_t$). These values are in good agreement with concurrent values obtained with the Jicamarca vertically directed narrow beam ($\sim$0.8°). Furthermore, relative uncertainties of the SA $\sigma_t$ measurements are $\sim$18% for both periods of weak and strong turbulence, in agreement with theoretical expectations.

Our radar observations show that Bragg scatterers are horizontally anisotropic and that they form a Fresnel scattering process instead of a reflecting one (i.e., the horizontal correlation lengths are smaller than the first Fresnel zone). In addition, we report an L-shaped regression between Bragg scatterer’s correlation lengths and indicators of turbulent intensity. That is, when turbulence is weak ($\sigma_t < 0.1$ m s$^{-1}$), the horizontal correlation lengths have a large spread of relatively large values (i.e., large aspect sensitivity), but when turbulence is strong, the horizontal correlation lengths are much smaller and roughly fixed at the radar wavelength. Finally, we suggest that the presence of large correlation lengths, when turbulence is weak, might be considered to be fossil turbulence.

Appendix: Discriminating Scatter and Reflection

Let us assume that the scattering or reflecting medium is uniformly advected and that only refractive index perturbations at the Bragg wavelength are
On the other hand, even if \( \rho_{Bh} > 2r_F \), a scattering mechanism could be considered to be in effect if many partially reflecting layers are randomly distributed in the vertical but lie within the radar’s vertical resolution; that is, the reflecting layers are unresolved. This condition has been coined Fresnel scatter [Gage et al., 1985]. Because the number of reflecting layers is a function of vertical resolution, the rapid fluctuations in the signal strength due to interference of echoes from many of the layers could vanish as the vertical resolution increased. Therefore we recommend that the term Fresnel scatter be applied only to conditions specified in the next paragraph.

Although the condition \( \rho_{Bh} < 2r_F \) specifies that scattering is taking place, it can be shown, using the procedures outlined by Doviak and Zrnić [1993, section 11.5.2], that one must still expand the phase term in the scattering integral [Doviak et al., 1996, equation (13)] to second order if \( \rho_{Bh} \) is not much less than \( (a_h \sqrt{2})^{-1} \). Because \( (a_h \sqrt{2})^{-1} \approx D/4 \) (i.e., if receiving antenna size equals one half the transmitting antenna diameter \( D \) and the array elements are uniform excited), the Bragg scatterers’ correlation lengths must be much smaller than the transmitting antenna in order to neglect the second-order expansion of the phase term in the scattering integral. Because \( r_F > D \) in the far field of the antenna, there are conditions for which \( \rho_{Bh} < 2r_F \) wherein scatter is from a collection of uncorrelated Bragg scatterers but yet the Fresnel term (i.e., due to the second-order expansion of phase) in the scattering integral must be included. Under these conditions we have Fresnel scatter [Doviak and Zrnić, 1993, section 11.5.2], but we need to distinguish this scatter from that if there are multiple unresolved reflecting layers having the condition \( \rho_{Bh} > 2r_F \).

In conclusion, if the Bragg scatterers’ horizontal correlation length \( \rho_{Bh} \) is larger than the diameter \( 2r_F \) of the first Fresnel zone (i.e., \( \rho_{Bh} > 2r_F \)), echoes are from a reflecting mechanism; if \( \rho_{Bh} < 2r_F \) but equal to or larger than \( (a_h \sqrt{2})^{-1} \) (i.e., \( \sim 14 \text{ m} \) for \( a_h = 0.05 \text{ m}^{-1} \) found in section 3), echoes are considered to be Fresnel scattered; if \( \rho_{Bh} \) is much less than \( (a_h \sqrt{2})^{-1} \), we have Fraunhofer scatter [Doviak and Zrnić, 1993, section 11.5.2]; if the perturbations are horizontally anisotropic (i.e., \( \rho_{Bx} \neq \rho_{By} \)) but the maximum and minimum dimensions of their correlation ellipse both satisfy the conditions \( (a_h \sqrt{2})^{-1} < \rho_{Bx}, \rho_{By} < 2r_F \), the diffraction pattern will retain the horizontal anisotropy of the scatterers [Holloway
et al., 1997a, equation (25)); and if \( \rho_{R_{x}, \rho_{R_{y}}} << \left( a_{h} \sqrt{2} \right)^{-1} \), Bragg scatterers can be considered as discrete particles, and one cannot, from backscattered signal analysis alone, distinguish refractive index scatter from that scatter associated with discrete particles [Doviak et al., 1994, section IV.3.6]. In this latter case, Doviak et al. [1996] give heuristic arguments showing that any anisotropy in the diffraction pattern is simply related to differences in the horizontal \((x, y)\) dimensions of the transmitting antenna.

If the Bragg scatterers are horizontally anisotropic, the condition for scatter to be applied to the minor axis (i.e., \( \min(\rho_{R_{x}}, \rho_{R_{y}}) \)) of the Bragg scatterers’ correlation ellipse. For example, if the echo is from a highly elongated Bragg scatterer for which \( \max(\rho_{R_{x}}, \rho_{R_{y}}) > 2r_{F} \), the ensemble of these scatterers would constitute a scattering medium if \( \min(\rho_{R_{x}}, \rho_{R_{y}}) < 2r_{F} \).
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