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A Comprehensive Approach to the Partial Scan
Problem Using Implicit State Enumeration
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Abstract—This paper presents a novel technique to evaluate [1], PODEM [2], and FAN [3], on such circuits. Although the
the noncontrollability measures of state registers for partial scan testing problem is simplified, the area and performance of the
design. Our model uses implicit techniques for finite state machine circuit are adversely affected due to the necessary circuit mod-

(FSM) traversal to identify noncontrollable state registers. By ificati ired t date th let hai
implicitly enumerating the states of a machine, we accurately HCAUONS TEGUIFEC t0 accommodate the Compiete scan chair.

evaluate the noncontrollability of flip—flops by determining exactly  This also results in unacceptable lengths of the resulting tests
what values can or cannot be stored or are difficult to store in due to extensive serial shifting of test patterns and responses.
the state registers. By doing so, we not only target the untestable  pPartial scan on the other hand, provides a tradeoff between
faults due to state unreachability of the machine but also the o ease of testing and the costs associated with scan design.
difficult-to-test faults caused by difficult-to-control flip—flops. . . S -
The values observed in the flip-flops during the implicit FSM However, the key problem in partial scan design is the selection
traversal are used to evaluate flip—flop controllability measures Of scan registers. A great deal of research has been devoted to
to support the testability analysis. This technique is programmed define the criteria to guide the selection of the scan memory
a]'ff a? algorithgn called SlMtPSOtN and the a{UthOYtS analyzel its elements. These techniques can be categorized according to:
effectiveness by carrying out extensive experiments over a large e ; . : .

set of MCNC and ISCAS benchmarks. For large circuits, im- 1) testability ana!y5|s [41; _2) test patt_ern generation [5], [6]; 3)
plicit state enumeration becomes infeasible because of (:omputerStr_UCtl"ral analysis [7]-[9]; 4) fault orlented_ [10] and cost anal-
memory and time limitations. To overcome these limitations, YSis-based approach [11]; and 5) other miscellaneous methods
we propose the use of approximate reachability analysis of the [12]-[14], etc. All of the above-mentioned techniques have met
circuit to estimate the noncontrollability of state registers. By with some measure of success but have their respective limita-
partitioning a large FSM into smaller sub-FSMs, and implicitly tions.

traversing the individual submachines, the reachable state set Partial thods b d oestabilit VS
can be overapproximated as a product of smaller subsets. The arfial scan methods base ability analysis use

values observed in the flip—flops of the submachines during the controllability, 'Obs'ervabilit.y' [15]_- and sequential depth as
approximate FSM traversal facilitates the estimation of their measures of circuit testability. Flip—flops with poor controlla-
noncontrollability measures. An algorithm called SAMSON is  bility measures are selected for scan. Trishler [4] describes a
proposed for this purpose and its effectiveness is illustrated over method whereby flip—flops which are not easily controllable
some of the larger circuits in the ISCAS benchmark suite. The ..o included in the incomplete scan pathmitations : the ef-

results demonstrate the superiority of the authors’ method over fecti fthi hod | di f head
conventional state-of-the-art scan register selection techniques in '€Ctiveness of this method, evaluated in terms of scan overhead,

terms of higher fault coverage achieved by selecting fewer, or an fault coverage, etc., depends entirely on testability analysis
equal number, of partial scan registers. which, depending on the heuristics, may not accurately model
Index Terms—Implicit state enumeration, partial scan, reacha- the problems fapgd during test generation [16]..The correlations
bility analysis, sequential circuit testing. between testability measures and test generation costs have not
been well established.
In partial scan methods basedsiructural analysig§7], [17],
. INTRODUCTION the sequential circuitis transformed into a directed graph, whose

VER the years, attempts to automate test generatig@rtices represent flip—flops, primary inputs, and outputs, and

for Sequentia| circuits have been pursued extensivew_hose arcs represent the combinational pathS. Heuristics are
Though these attempts have met with varying levels of succe4ged to select a minimal set of flip—flops that eliminate the cy-
automatic test generation (ATG) has generally had difficulti€des in the graph. The premise behind this approach is the as-
with large sequential circuits, because of which varidesign Sessment that flip—flops in a loop are hard to control and ob-
for testabilitytechniques have become common practice in i§€rve.Limitations: such techniques operate solely on the net-
dustry. Thefull scantechnique has been developed to simpliff#ork topology and do not explicitly analyze the behavior of the
the problem of testing a sequential circuit by converting it intgéquential circuit. Thus, there is no guarantee that the selected
a combinational one. This enables the application of comt§ican elements are the most noncontrollable, which may lead to
national test generation algorithms, such as the D—algorithtﬁ? selection of scan registers which do not provide sufficiently

high fault coverage [18]. Recently, Xiarg al.[19] suggested
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In the partial scan methods based w@st generation[5], state enumeration techniques and sequential circuit testing.
[6], tests are first generated for a large number of faults. The®ection IV describes the motivation behind this work. Section V
for each undetectable (or aborted) fault, a set of flip—flopescribes techniques to identify noncontrollable registers for
is found, such that making those flip—flops observable ammrtial scan using implicit FSM traversal. In Section VI an
controllable makes the fault detectable. The incomplete scalgorithm, SIMPSON, is proposed and the results are presented
path then utilizes a minimal subset of memory elements whielmd analyzed. Limitations of the SIMPSON algorithm are
influenced the easy detection of as many faults as possildéscussed and, subsequently, extensions to the algorithm are
Recently, Sharmat al. [20] proposed a technique that usepresented. In Section VII, we review state space decomposition
a test generator to perform multihop reachability in ordemd approximate FSM traversal techniques. Section VIII de-
to identify the hard-to-reach states of the circuit. Targetingcribes how we can exploit approximate implicit FSM traversal
these hard-to-reach states using scan allows the detectiortechniques to evaluate the noncontrollability measures of the
hard-to-detect faultd.imitations: such techniques incorporateflip—flops for partial scan design. An algorithm, SAMSON,
the cost of test generation as well as the cost of calculatirgpresented and its effectiveness is analyzed over the larger
minimal sets of registers to scan and are thus time and compciteuits of the ISCAS'89 benchmark suite. Section IX points
intensive. Also, these techniques rely heavily on test generatarst possible future research directions and concludes the paper.
Use of an unsophisticated test generator that aborts too many
faults may result in some unnecessary scan registerstatitte
orientedpartial scan design approach [10] is also test generator
dependent. Structural analysis of the circuit is enhanced byln this paper, we present a comprehensive approach to ana-
focusing on the untestable and aborted faults. Thus, it aly@e the sequential behavior of a circuit to accurately evaluate
suffers from the above drawbacks. the noncontrollability of flip—flops in order to make a judicious

Considering the fact that the above techniques do not incehoice of scan registers. It is well understood that testability of
porate the cost of scan design in selecting scan flip—flops, an @psequential circuit is inherently captured by its state transition
timization-based approach was presented by Chikerreaake behavior and its encoding [18], [19], [21]. In order to accurately
[9] that formulates the partial scan register selection technigassess the noncontrollability measures of the flip—flops, we need
as aroptimization problemAs the use of scan flip—flops resultsto thoroughly analyze the behavior and the encoding of the un-
in layout and delay overheads, it is important to choose a setd#rlying FSM of the circuit. Implicit state enumeration is a tech-
flip—flops which give the best improvement in testability whilenique that can be exploited to analyze the behavior of the se-
keeping the cost of scan design bounded. Based on this ideguantial circuit for testing purposes.
tool called OPUS [9] was developed which is actively used in Our model to evaluate the controllability measures of
both academia and industry. However, the testability criteria filip—flops is based on a systematic behavioral analysis of
selection of scan flip—flops is based on testability heuristics sutie underlying FSM of a sequential circuit. By implicitly
as the SCOAP controllability/observability measures [15] or agnumerating the states of a machine, we accurately evaluate the
structural parameters of the circuit such as the number of ayencontrollability of flip—flops by determiningxactly what
cles/loops in the circuit, the length of directed cycles, etc. Thuglues can or cannot be stored or are difficult to store in the
this approach also suffers from the limitations outlined abovestate registers. By doing so, we not only target the untestable

There are a few other miscellaneous partial scan approacfesdts due to state unreachability of the machine but also the
based on empirical models [13] or some other heuristic edtiifficult-to-test faults caused by difficult-to-control flip—flops.
mates of flip—flop noncontrollability [12], etc., which also suffeiThe values observed in the flip—flops during the implicit FSM
from one or more drawbacks outlined above. traversal (i.e., the states of the flip—flops) are used to evaluate

In this paper, we present a new approach to the partial sdlip—flop controllability measures to support the testability
problem that thoroughly analyzes the behavior of the sequemalysis. This technique is programmed as an algorithm called
tial circuit and its state encoding to evaluate the noncontroll8#MPSON and we analyze its effectiveness by carrying out ex-
bility measures of the state registers. To analyze the behaviensive experiments. The experimental results clearly reflect the
of the underlying finite state machine (FSM) of the sequentiaktcuracy of the proposed flip—flop controllability measures and
circuit over the complete state space, weinggicit techniques demonstrate the superiority of our approach over conventional
for FSM traversal. Using implicit state enumeration, we implicstate-of-the-art partial scan design approaches. Specifically, as
itly exercise all the state transitions and visit all the states @@mpared to the techniques that use structural parameters of
the reachable state set of the machine. State information thius circuit [7], [17] and/or SCOAP controllability/observability
obtained is used to identify the noncontrollable state registenguristics [15] to select scan registers, our technique results in
We present algorithms to select noncontrollable state registéraer scan registers and provides higher fault coverage.
for scan using implicit state enumeration and present the resultéiowever, implicit state enumeration of sequential circuits
which illustrate the effectiveness of our technique over a largéth a large number of state registers is often infeasible. The
set of benchmarks. underlying state space of a sequential circuit is potentially

The paper is organized as follows. Section Il highlightexponential in the number of state registers. For circuits with a
the contribution of this paper and indicates how and why olarge number of flip—flops, not only does it take an unaccept-
approach is different from other partial scan approaches. Sable amount of time to traverse the entire reachable state space,
tion 11l reviews basic terms and definitions related to implicibut storage and processing of the set of reachable states also

Il. CONTRIBUTION OF THIS RESEARCH
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becomes infeasibleApproximate reachability analysigech- driven to that initial state either by explicit reset circuitry or by

niques have been proposed in literature [22], [23] to overcorapplication of a synchronizing sequence.

the space and time overhead associated with exact implicitAssociated with a sequential circuit is its underlying FSM

FSM traversal methods. These techniques partition a langhich inherently captures the behavior of the circuit. In math-

FSM into smaller sub-FSMs and perform reachability analysésnatical terms, a completely specified, deterministic finite

on these smaller submachines. As a result, the reachable ststate machine of Mealy type is a six-tuglg,, O, S, S°, A, A),

are approximated by an upper bound; the overestimate of thkere

reachable states is computed as a product of smaller subsets. 1) S is the input alphabet, i.e., , a finite, nonempty set of

We exploit the power of approximate reachability analysis input values;

techniques to analyze the state space of circuits that contain @) O is the output alphabet;

large number of flip—flops. Using intelligent techniques to par- 3) § is the finite set of states;

tition a large machine into smaller ones, and then performing 4) $° C § is the set of initial states;

approximate implicit FSM traversal, we are abledstimate 5) A:S x 3 — S is the next state transition function;

the noncontrollability metrics of flip—flops for partial scan de- 6) A: 5 x S — 0O is the output function.

sign. We present an algorithm SAMSON for this purpose anghe hehavior of an FSM can be represented state transition

demonstrate its effectiveness on some of the larger circuitsgmph (STG) that depicts the transitions that the machine can

the ISCAS'89 benchmark suite. Even though approximate FSMake between its states under the application of some input and

traversal results in some “loss of information” of state machinge output that it generates. The STG of an FSM is a directed

reachability, we demonstrate by experiments that this l0ss of fraph = (V, E), whereV is the set of vertices angl is the

formation does not significantly affect the proposed flip—floRet of directed edges such tHat= S, (s, s2) € E, s; € S,

testability analysis criteria. Using the SAMSON algorithm, w§, ¢ 5 if A(s; € S,z € 3°) = s,. Associated with every edge

were able to select partial scan flip—flops for large sequentigl an STG is a label/o, wherei = z ando = A(s, z) € O.

machines and provide high fault coverage. Specifically, as com-\ote thatA and A are multioutput Boolean functions and

pared to the scan techniques based on structural analysis {9 represented by BFVs. These BFVs implicitly define all the

[10] and/or SCOAP testability heuristics [15], the same numbggate transitions of the given FSM. The states of the machine that

of scan flip-flops selected by SAMSON provides higher fauian e reached from the initial state by application of any input

coverage. sequence are termed asachableor valid states. A state that
cannot be reached from a reset state is callegrg@achableor

lIl. PRELIMINARIES invalid state.

In this section, we review basic terms and definitions relatéel Cofactors and Quantification
to Boolean functions, finite state machines, sequential circuits,gjyen an m-variable Boolean functionf(zy,...,Tm)
and sequential circuit testing, and summarize the breadth-fifst positive cofactorof f with respect toz; i’s f;_ _

traversal techniques for implicit state enumeration as usedJa(l%1 %o 21,1, Tign Zm). Similarly, f5 _
. ? P 72— 1> ? 3 T m /- L X -
this paper. fzy, 2, ... 2i_1,0,2i41,...,%,) Stands for the corre-
_ _ sponding negative cofactar Given anm-variable Boolean
A. Boolean Functions and Boolean Function Vectors function f(zy,zs,...,zm), the existential abstractiorof f
An n-input andm-output Boolean functiod is a mapping With respect taz; is
from an n-dimensional Boolean space to am-dimensional 3 f=fo ot L )
Boolean spacel’: B* — B™, whereB = {0,1}. B" is the I weo e
domain andB™ the codomain ofF'. If m > 1, thenF is a Givenf(s,z) = (s1,...,5n,%1,. .., %) the existential ab-

multiple output function; it can be represented as a vector siraction with respect to a set of variables is defined as

single output Boolean functions call&bolean function vector

(BFV). Ao f(s,2) = 32, (- oy (Fo f(5,2))))- )
Thesupportof a Boolean function is the set of variables it de-

pends upon. Aiteral represents a variable or its complement. & Sets and Characteristic Functions

conjunction of a set of literals is calleccabe and it represents Gi Bool @ t of mint ! b
a point, or a set of points, in the Boolean space. If a cube has IVen a boolean spade’, a Set ot minterms I can be rep-

literals of all variables in the support of the function, the cube [ sented by eharacteristic functiomf 8, x.s(s) wh|clh satisfies
the propertyss € S < xs(s) = 1, for all s € B*. In other

amintermand it represents a point in the domain of the Boolea ’ e .
. words, a minterm of3* which evaluategs to 1 (i.e., an on-set

function. . . o .

minterm) is an element &f. The characteristic function of the

universe is tautology and that of a null seDISROBDDs [24],

[25] are often exploited as implicit set representations in order
We consider synchronous sequential circuits compostrdrepresent their characteristic functions. In the context of im-
of combinational logic gates and flip—flops, where all thelicit state enumeration, the sets of reachable and unreachable
flip—flops are synchronized by the same clock. We assurstates of a machine are represented by their respective character-

that the circuit has a known initial state and can always lsic functions. Henceforth, we will use the term sets and their

B. Sequential Circuits and Finite State Machines
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IMAGE(F, 1)

Inputs: Transition function BFVs (A), Initial State (S°).
from® = reached = S°;
1= 0;
while TRUE do
i+ +
to' = IMAGE(A, fromi~1);
new® = to' - reached;
Fig. 1. if new’ == 0 then
return (reached);

end if
characteristic functions interchangeably, without diluting their reached = reached + new':

meaning. From? = new';
end while

N = IMAGE(F, C)

E. Symbolic Image Computation

Fig. 2
Definition lll.1; Given a BFVEF: B™ — B™, and a domain 9

C B7, thei f F is defi - . . .
subset’ ¢ 57, theimageof ' underf”is defined by F. Implicit State Enumeration Using Symbolic Image

Computations

Traversing an FSM means executing symbolically all its tran-
If ¢ = B", the image ofC underF is also called the range 0fsitions. If a state transition diagram is available, an explicit tra-
. versal means following all directed paths whose tail is the ini-
Lett; = Ay(s,«), 1 < i < n be theith encoded next state tial state, thus detecting all reachable states. If the FSM is de-
scribed by a synchronous logic network, a traversal means de-
termining all possible value assignments to state variables that

the total number of state encoding bits (number of registerSn P€ achieved, starting from the assignment corresponding to
A symbolic state se€'(s) is mapped byA(s, ) into a state the reset state. In this case, reachable and unreachable state sets

setX in the range of the functional vectex. The set of such are representeichplicitly by functions over the state variables.
codomain points represents tineageof C under the transition The technique to implicitly compute' the set of reachab'le and
function A. Fig. 1 depicts the image of the domain subset unreachable states of an FSM, as originally presented in [26],

under the transition functiofr. In the symbolic approach, the @S been improved over the years [22], [23], [27], which has
image is computed usirtgansition relations dramatically extended the realm of problems for which reacha-

Definition I1.2: Given a deterministic transition functionbility analys:is can be carried out. These approaches are.based on
t = A(s,«), wheres represents the present state variahtes, & brgadth-flrst traversal (BFS) of the entire state' machlne. The
represents the input variables, arttie next state variables, thek€Y idéas of the method are the use of symbolic image com-
correspondingransition relationZ (s, z, ) is defined by puta_tlt_)ns to perform th_e BFS traversal and the use of BDDs as

implicit set representations to store and process the set of reach-
i able and unreachable states. In what follows, we briefly describe
T(s,z,t) = H(ti = Ay(s,2)). (4) how stqte; are implicitly enumerated during BFS traversal using
symbolic image computations.

Fig. 2 describes the BFS traversal procedure to enumerate the
Note thatt; takes the same values that are evaluated bytthe reachable states of an FSM using symbolic image computations.
encoded transition function;. In the binary case, the symbolinitially, from® = 59, is the characteristic function of the initial
“=" stands for thexNOR operation. state setto’ represents the states reached initheteration of

Given the above definitions, we can easily compute the imaB€S traversal. It is evaluated by computing the symbolic image
of a domain subsef/(s) (say, initial state of the FSM) undét# of the domain subset from' under the transition functior
(say, the transition function of the FSM) as of the FSM. The characteristic functieeachedrepresents the

set of states that have been reached so far from the initial states.
N(t) = IMAGE (T, C) = 3,3,T(s,z,t) - C(s). (5) Some states itv’ may have been reached in previous iterations,
so a set difference operation witacheds required to compute
In other words, the image of a set of initial states under the trdfeW , the new states reached in this iteration for the first time. If
sition function of an FSM proceeds as follows. First, we confl0 newstates are reached in any iteration, the procedure termi-
pute the transition relatiofi(s, z, ¢) from the circuit equations. Nates andeachedis guaranteed to contain all reachable states
Then we compute its conjunction with the characteristic fun€f the machine.
tion of the set of initial state€’(s). Then, we existentially ab-
stract all the inpufz) and the present stage) variables to ob-
tain the imageV(¢). This image N(¢), is the set of next states A gate has an input/outpstuck-at-1 (stuck-at-Cfault if the
that are directly reachable from the set of initial states in otegical value associated with the input/output is 1(0), indepen-
transition. dent of the values at the primary inputs. A fafilts said to be

IMAGE (F,C) = {F(z)[V z € C}. @)

transition function of a given encoded FSM. lsetind« be the
coding vectors for the states and inputs, respectivelynliee

G. Sequential Circuit Testing Terminology
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Scan register selected by OPUS

—< State | Code
| of e N ol Ty, T2 Ts
—o & pe e S |1 1 0
N N v e S5, |0 1 0
1 30— 4 —— N
S : F Ll rbe—s S, [T 0 0
20— L Mﬁ) g3 bic s N o2 S 1T 0 1
x;? A 5, [0 0 1
o & Ss [0 0 0
Lo @ e X Koy o
o> I R .
H w2 | Rt T coverage )
TABLE | Scanning register; gave the same results (84% fault
OPUS Scan ;| Scanning 1 covgrage). I-!)owever, by selectimg for scan, we were able to
Total # of faults Y7} YV} achieve 100_AJ fault coverage. The above observatlpn Igads us
# of detected faults 37 44 to the following question: How do we know that registeris
Percentage fault cov. 84% 100% the best register to scan? To answer this question, let us analyze
:ogu"t‘:’s“‘ble faults 173 201 the state transition behavior and the encoding of the underlying
or vectors . . . . .
FSM of this circuit shown in Fig. 4. We can see from the STG

that once the machine is in one of the states determined by
the setae = (52,53,54,55), it cannot make a transition to
pair of initial statesS andS7 of the fault-free and faulty circuits, any of the states in the sgt = (S, S1). Once the machine
respectively, the responsgeof the fault-free circuit td” is dif-  enters the set, it remains withinw, and there is no path in the
ferent from the responss’ of the faulty circuit at some time STG froma to 3. Thus, for the encoding in Fig. 4(b), it is not
unit [28]; otherwise, it isundetectable possible to change the valueswaffrom 0 to 1. Clearly, this sort

In general, the problem of sequential circuit test generati®f a behavior of the underlying FSM of this sequential circuit
involves finding primary input sequences which can excite raanifests itself in terms of the noncontrollability of register
fault and propagate its effect to the primary outputs. Thus, Tdis, in turn, causes the untestable faults in the circuit.
detect a single stuck-at fault, first ti@ult excitation statdhas ~ The reason that OPUS failed to identifyas the best register
to determined, the circuit has to be driven to the fault excitée scan is that its algorithm is based predominantly orsthec-
tion state, and finally the fault effect has to be propagated to the#al analysisof the sequential circuit. No information about
primary outputs [29]. The process of finding an input sequengequential behavior of the circuit (state transitions and the en-
which takes the machine from the reset state (or an unkno@®@ding) is used for the selection of scan registers. It becomes
initial state) to the fault excitation state is callew@te justifica- clear, however, that the state transition information and the en-
tion and such a sequence is calleflistification sequenceAn coding of a sequential circuit are important factors in deter-
assignment to primary input and present state lines that propaining the noncontrollability of state registers. Thus, in order
gates the effect of a fault at either the primary outputs or nei@select partial scan registers, there is a need for techniques that
state lines is called thexcitation vectofor the fault. Note that analyze the behavior of a sequential circuit onaitiple clock
the present state part of the excitation vector is the excitatieycles Over and above, such techniques have to be computa-
state for the fault. For an excitation vector to be valid, the exdionally efficient in memory and time requirements. Implicit
tation state for the vector should contain at least one reachadliate enumeration is an efficient technique that can be exploited
state. to analyze the behavior of the sequential circuit for testing pur-
poses.

Motivated by the above observation, we investigated how im-

Let tivate the i ; f vzing the ci uf"dt state enumeration could be used to assess flip—flop con-
et us now motivaté the importance of analyzing the circt Follability measures. Specifically, we can use this analysis to: 1)

state information in order to identify noncontrollable state regi entify noncontrollable flip—flops: 2) identify difficult-to-con-

ters for partial scan design_. Consider the circuit shown in Fig._ ol flip—flops; and 3) exploit the information about the unreach-
Us_lng the sequential circuit test generator HITEC [30], the ci ble (or illegal) states, in order to select the best possible set of
cuit was found to be 77% testable. The untestable faults are gg; | flip—flops in a systematic and nongreedy fashion

picted in the figure (marked bg and x). In order to improve
upon the fault coverage for this circuit, we decided to use a par-
tial scan. The program OPUS [9] was used to select partial scal
registers. OPUS selected registefor partial scan, resulting in
84% fault coverage (refer to Table I). The faults markedsby  There have been a few attempts to use implicit state enumer-
became testable as a result of makingontrollable; however, ation to analyze the circuit behavior and exploit it for testing
the faults marked by could still not be tested. purposes. Chet al. [31] used implicit state enumeration for

detectablef there exists an input sequentesuch that for every

IV. MOTIVATION

IDENTIFYING PARTIAL SCAN REGISTERSUSING IMPLICIT
STATE ENUMERATION
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test generation and redundancy identification. They used ithe set of states reachable in one step from the initial Stgtis
plicit state enumeration to perform reachability analysis and, = (110), S, = (100)}. This can be verified by the STG and
used this information during thetate justificatiorandstate dif- the encoding of the circuit shown in Fig. 4. The above reacha-
ferentiationphases of test generation. Loatal.[32] also pro- bility computations when performed iteratively lead us to the
posed a BDD-based method to enumerate the unreachable stalésving state traversal:
and used this information to identify the sequentially untestable
faults. However, none of the above works targeted the partial (51:010) —(S0:110, S2:100) — (S3:101)
scan problem. —(54:001, S5:000).

In this section, we present a new testability analysis frame-
work that uses implicit state enumeration to analyze the circuitThat is, fromS;, the directly reachable states in one step are
behavior in order to evaluate noncontrollability of flip—flops.Sy and.S,. From S, and.S,, the directly reachable state in one
By carrying out reachability analysis on the circuit, not only detep isSs, and finallyS, andS;, at which point the entire reach-
we manage to enumerate the reachable and unreachable sthkesstate space has been explored. Let us now examine the FSM
but also pin-point the noncontrollable and difficult-to-controlraversal trace for registes
flip—flops. We use this flip—flop controllability information to
correctly target the registers to be scanned for partial scan de-(S1:72 = 1) =(So:72 = 1, 52:72 = 0) — (S3:72 = 0)
Sign- —>(S4: 79 = 0,85:70 = 0)

A. Noncontrollable Registers: Missing Transitions Notice that register, can change its value from 1 to 0; i.e.,

We shall now explain, by means of an example, how nof}.is possible to ge.t a falling Fr.ansitioﬁ =~ 0_) a_t the output
controllable flip—flops can be identified by implicitly traversing®f 72 However, arising transitio(0 — 1) is missing. In other
the underlying state machine of a circuit. Consider again the &¥rdS, oncerz gets the value 0, it can never obtain the value
ample circuit and its STG shown in Figs. 3 and 4, respectivefy, 1hUS: register is unsettableto logic value 1 from logic
Following are the next state equations (or next state transitigau® 0- If certain registers cannot make some transition, then

functions) of the example circuit: it may not be possible for a test generator to justify the values

in the registers during its state justification phase. This, in turn,
r1[t] =ia[t] + a[t]ra[t — 1] 4 r2[t — 1] (6) may render some faults sequentially untestable. Such registers
AL are surely good candidates for scan (verify from Table | that
rat] =i [t]r2[t — 1] (7) - - I -
] scanning register, leads to a fully testable circuit). Thus, while
ralt] =taftlr [t — 1], (8) implicitly enumerating all the states in the set of reachable states
From these encoded next state transition functions, the Corcr)(fe_a.machlne, by obgerV|ng the values in all the fI|p—fqus we
can identify those registers that do not make some transition and

sponding transition relations can be readily derived as follows; :
Select them for partial scan.

=3
T(s,z,t) = [[(t: = Ai(s, z)) B. Difficult-to-Set Flip—Flops
=1 Hartantoet al.[33] had suggested that identifying the states
=(t1 = ia[t] + is[t]rs[t — 1] + r2[t — 1)) that are difficult to traverse by the test generation tools can sig-

X (ty = i1[t]ra[t — 1])(ts = 44[t]r1[t — 1]).(9) nificantly speed up test generation for sequential circuits. They
proposed a method to identify those flip—flops which were dif-

The given initial state of this circuiti§; = (r; = 0,72 = ficult to control. They defined the difficult-to-set flip—flops as
1,73 = 0). The characteristic function of the set representirfglliows.
the initial state can is represented as Definition V.1: A state element, in a sequential maching
is difficult-to-setto a valuev if a test generator, under a speci-
C(s) =ri[t — 1] - rot — 1] - 73t — 1]. (10) fied time and backtrace limit, does not find an input sequence

that can bring the machin® from its fully unspecified initial
state (consisting of all unknown values in the flip—flops and cor-
responding to the entire state space) to a state where the value
of sq is v.
It was indicated that the method to identify difficult-to-set
Substituting the value df (s, z, t) obtained from (9) and the fliP—flops was dependent on the test generator used. To identify
value ofC(s) obtained from (10), and quantifying with respecihese difficult-to-set flip—flops they had to modify the circuit
to (W.r.t) input(z = {é[t], i2[t], ia[t], ia[t], i5[f]}) and present by creating a primary output at each flip—flop. A deterministic
state(s = {ry[t — 1], [t — 1], 73]t — 1]}) variables, we get test pattern generator was then used to tgst for.stuck—at—o and
' ' stuck-at-1 faults at these lines transformed into primary outputs.
N(t) =t -ty -3+t -1 - 13 (11) The difficult-to-set flip—flops were identified by observing the
values at the output of each flip—flop.
This implies that the forward image of the steile = (010) We present a method to identify such difficult-to-set
under the given transition function of the FSM (or equivalentlylip—flops that does not require any circuit modifications.

The set of states directly reachable from the initial stA{e)
under the transition functioA can be computed as

N(t) = IMAGE (T, C) = 3,3,T(s, z,t) - C(s).
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Also, our model to identify difficult-to-set flip—flops does not RI R2 R3 R4 R5
depend on any test generator. While implicitly enumerating the i 8 8 (1) g
reachable states of a circuit, for each register we evaluate the 1L 00 1 1
largest number of states successively traversed in a sequence, 1 0 1 0 0
for which the flip—flops do not change their values. In other 1 01 0 1
words, for each register, we record the length of the longest 1 0t 1 0
sequence of Os and 1s (whichever is greater), which indicates 1 0 1 11
the difficulty in setting a flip—flop to a particular value. To 1.0 10
find such difficult-to-set flip—flops, we define a termegree of 1100
unsettability of a flip—flop. i i i ? (1)

Definition V.2: The degree of unsettabilitpf a flip—flop is Degree of unateness: 11 3 3 1 3

defined as the length of the longest sequence of states in the
implicit traversal trace of an FSM, for which a flip—flop doesg. 5.
not change its value.

Scanning such d|f_f|.cult-to-set fllp—flqps, |dent!f|ed by th.e'.rstate variable in order to measure the noncontrollability of the
degree of unsettability, would help in detecting the d'ﬁ"registers
cult-to-test faults. The reason for this can be explained asy ¢ o0 v 3: et Finnegal represent the characteristic func-

follows. If a test generator has to justify a value in a registeﬁbn of the set of all the illegal states of an FSM. L&t be a
say a value 1, and it encounters a backtrace path of a IQ/

. . iable in the support dfijega1. The absolute value of the dif-
sequence of Os, then it may r_]ave to .backtrace many time fra nce between the number of zeros and ones that a variable
in sea}rch for avalug 1 In doing so, |t'may abort such faults a ! can take in the domain dfiye is defined as thelegree of
classify them as difficult-to-test, which may lead to reduce hatenessf variable R
fault coverage. Using the above measure of noncontrollability, we can select
C. Sequentially Untestable Faults: Targeting the lllegal State@Ie register for partial scan that has the highest degree of unate-

. ) ness. However, two or more registers may have the same mea-
Knowledge of state space is known to be quite useful &re of the degree of unateness (as is the case with regféters
causing early backiracks in test generation. Test generaigryi g, in Fig. 5). For this reason, we need to simultaneously
often spend a significant amount of time on undetectable faulfge into account their degree of unsettability in order to differ-

as they eventually have to backirack a large subset of the sigf@iate between their relative noncontrollability measures.
space in order to prove that the values in the registers cannot be

JUSt|f|ed due to the unreachable states. A pOWerful technique igr Overall Noncontronabi"ty Measures of F||p_F|0pS
proving the undetectability of the faults is the identification of From the above-mentioned techniques. we can now define the
illegal states. Formal methods [26], [27], [31] and other recent . ques, we
approaches based on BDDs [32] are widely used to ident Vel’{?1|| noncontr(?llab|llty measure of each flip—fldp of the
illegal states. After computing the reachability informatiorf reuit as follows:
using implicit state enumeration on an FSM, all the reachalN?0
states are stored implicitly in a BDD. Complementing this
BDD results in the set of all the unreachable states.

We use the information on the unreachable states to target th

selection of scan flip—flops. Fig. 5 enumerates all the unreagh- : ) ) -
ip—flops is the sum of their respective degrees of unsettability
able states of an MCNC benchmark example. All these state o .
and unateness. The addition (sum) of the unsettability and the

are stored implicitly using a BDD which represents the charac- i
e . : unateness measures properly addresses the issues of both state
teristic function of this set of unreachable states.

Itis clear from the list of all the unreachable states that remachlne reachability and unreachability. If all the states of the

ister B, would be a good candidate for scan, This is becauggcu't are reachable, i.e., the unreachable state set is empty,

in all the unreachable statd$; takes the value 1. Hence, in the .e degree of unateness is 'z.ero, and the degree of unsettability
. - dictates the noncontrollability measure. In contrast, for a
reachable state set, it would be difficult to #&tto 1. Let us de- . . :
- X machine that has a much higher number of illegal states than

note the characteristic function of the set of unreachable states

: . . . egal states, chances are that the degree of unateness would
DY Fiegal. In this casefinega1 is unatein variableR;. Now the - - L P

. . . .bias the noncontrollability measure in its favor. The “middle

problem of identifying the noncontrollable registers from the il-

) : o round” would be achieved when the machine has comparable
legal state set could be transformed into one of identifying that A .
. ) . reachable and unreachable state set size, in which case both
state variable over whichijeg.1 is unate.

. %settability and unateness measures would evenly contribute
However, no claims can be made about the unateness of

characteristic functions of the unreachable state set of an Fé e noncontroliability measure of the flip-flops.
in general. Some functions may not be unate in any of the vari-
ables in their support set, whereas some may be unate in all the
variables in their support. Hence, it is necessary to define (withBased on the flip—flop controllability analysis techniques out-
some abuse of terminology) tlkegree of unatenedsr each lined above, we present an algorithm, Scan register selection

ncontrollability ;) = degreeof_unsettability R;)
+degreeof_unateness;). (12)

fh other words, the overall noncontrollability measure of

VI. THE SIMPSON ALGORITHM
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Inputs: Sequential circuit, number of registers to scan.
Outputs: Scan registers listed in decreasing order of their non-controllability.
from® = reached = S
1 =0;
while TRUE do
1+ +;
to* = IMAGE(A, from'™1);
new® = to' - reached,
for each state variable r; do
record_if_transitions_present_or_missing(r;, new’);
compute_degree_of _unsettability(r;, new");
end for
if new! == 0 then
break;
end if
reached = reached + new?;
from® = new?,
end while
/* FSM traversal completed */
for each state variable r; do
if missing transition for r; then
scan state variable r;;
end if
end for
tllegal _states = bdd_complement(reached);
for each state variable r; do
compute_degree_of_unateness(r;, illegal_states);
non-,controllability(rj) = degree_of_unsettability(r;) + degree_of _unateness(r;);
end for
order state variables in terms-of their non-controllabilities; /* Sorting */
output the required scan registers;

Fig. 6.

using IMPlIicit State enumeratiON (SIMPSON), that uses im- The above algorithm was programmed within the VIS [34]
plicit state enumeration to analyze the behavior of the sequeoel-set. VIS provides a robust platform for performing reacha-
tial circuit in order to select the noncontrollable state registebdity analysis using symbolic image computations. The sets of
for partial scan. states and transition relations of the FSM are stored in memory
The algorithm SIMPSON, shown in Fig. 6, proceeds assing ROBDDs. The CUDD [35] package was used for storage
follows. Using symbolic image computation, the FSM isnd manipulation of sets of states, Boolean functions, and re-
traversed implicitly. During each reachability step of the FSNations. Using SIMPSON, extensive experiments on a set of
traversal, both rising and falling transitions on each registtfCNC and ISCAS’89 benchmarks were carried out on a Sun
are recorded. Also, during the FSM traversal thegree of UltraSparc5 workstation with 320 MBytes of RAM.
unsettability (length of the longest sequence of Os or 1s, Let us first demonstrate how the flip—flop noncontrollability
whichever is greater) for each memory element is recordedeasures computed by SIMPSON distinguish between the
After the completion of FSM traversal, if a register is found teelative noncontrollabilities of the flip—flops of a circuit.
be missing either a rising or falling transition, it is selected faConsider the following testability statistics corresponding to
scan. Furthermore, from the implicitly enumerated reachalitee ISCAS’89 benchmark circu#’32. This circuit has a total
states, the unreachable states of the circuit are computed. Frarmmber of five flip—flops. Its nonscan fault coverage is 93.4%
this set of unreachable states, thegree of unateness each (813 detected faults/870 total faults). Its full-scan fault coverage
state variable is computed. Subsequently, the overall nonc@98.39% (856 detected faults/870 total faults). Table Il lists
trollability measure for each flip—flop (sum of their unatenesbe flip—flops ordered by SIMPSON according to the degree
and unsettability measures) is computed. The state variabdéstheir noncontrollabilities. The respective ATPG statistics
are then sorted in terms of the decreasing order of their degod#ained by scanning each of these latches individually are
of noncontrollability. The algorithm lists the memory elementalso reported. Flip—flop G38 has the highest noncontrollability
of a sequential circuit in decreasing order of the degree wieasure. By scanning this latch and generating tests using the
their noncontrollability with the most noncontrollable memorATPG tool HITEC [30], 98.39% fault coverage was achieved.
element at the top of the list. The flip—flop G41 is next most noncontrollable flip—flop.
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TABLE Il benchmarks838 VIS was unable to completely traverse the
— FSM in acceptable time. The BFS traversal did not converge
Latch order | Non-controllability measure | Fault cov. (scan) | # Vectors b th habl tat t of thi hi . |
5 2% 5839% 836570 |88l ecause the reachable state set of this machine is very large.
GAl 19 9747% (848/870) | 552 Also, since the size of the image computed at each iteration
gﬁg 1173 g;;izgzg;gg ggg is relatively small, it requires too many iterations of image
ekl 16 95287 (8297870) | 639 computation to converge to a fix point. For benchmatk23,

VIS could not complete the traversal because of memory
limitations. The set of reachable states was too large to be
Scanning this flip—flop allows us to achieve 97.47% faultompactly represented by a monolithic BDD. In all other cases
coverage. This fault coverage is less than that achieved BWWPSON selects fewer registers for scan than OPUS and
scanning the most noncontrollable flip—flop G38, but morprovides higher fault coverage. For none of these benchmarks
than that achieved by scanning the ones down the order. Frdaes SIMPSON produce worse results than OPUS.
the table it is clear that the estimated noncontrollabilities areLet us now compare the results obtained by using the
in accordance with their observed test generation and falftCOAP testability analysis” option of OPUS with those
coverage statistics. obtained by using SIMPSON. For benchmask488ands344

Let us now observe the experimental results carried out usiffUS and SIMPSON select the same registers for scan and
SIMPSON over a large number of the ISCAS'89 benchmafence their testability statistics are identical. For benchmark
circuits and analyze how they compare with the ones obtaing@20 and s14940PUS and SIMPSON select the same number
by using contemporary partial scan approaches. The results @fregisters for scan. However, SIMPSON selects a different
picted in Table I1l are compared with both the structural analysiggister than OPUS and provides higher fault coverage. For all
(cycle breaking) and the SCOAP testability analysis approackﬂiger benchmarks, SIMPSON selects fewer registers for scan

used by OPUS. than OPUS and still provides higher fault coverage. Thus, it
can be concluded from the results that the testability analysis
A. Analyzing the Results techniques used by SIMPSON to select noncontrollable state

registers for partial scan are not only very accurate but also

_Results depicted in Table Il require some explanation. Tregne oy to the conventional state-of-the-art techniques used by
different techniques were used to select partial scan registg4s, ;g

First, using the structural analysis/cycle breaking option of Notiée that the SIMPSON algorithm is not designed to an-

OPUS, partial scan registers were selected. The structugl, ihe question: “How many flip—flops should be selected for
analysis option of OPUS automatically selects the minimul, ;o scan?” It only provides an ordered list of flip—flops based
_number Of_ scan flip—flops _requwed to break aI_I cycles/loo their noncontrollability measures. Selecting flip—flops for

in the design. After scanning the selected registers, tests 1oL, affacts the circuit adversely with respect to area and timing
the circuits were generated using the sequential Circuit (gl 4 cteristics. Test engineers often have to provide scan-based
generator HITEC [30], and the fault coverage achieved Waggjqn for-test solutions within the area/timing constraints im-
recorded. Next, the SCOAP testability analysis option @foseq on the designs. With the above issue in mind, the deci-
OPUS was used to select partial scan registers. The SCOQR, o, the number of flip—flops to select for partial scan is left
testability option of OPUS does not automatically select t a prerogative of the designer. With the above experiments,
number of registers to scan for high fault coverage. It lists gf|, only wish to demonstrate the accuracy of the noncontrolla-

the flip—flops of the circuit sorted according to their SCOARyji estimates used by SIMPSON to differentiate between the
controllability/observability measures. For our expenmen}ﬁp_ﬂOps for scan design.

with the SCOAP testability option of OPUS, we selected the
same number of registers to scan as suggested by its cygleextension to SIMPSON: Incorporating Latch Correlations

ki tion. Th lect ist th
breaking option e selected registers were scanned, ﬁhe approach used by SIMPSON is still quite greedy. It

test vectors generated, and the fault coverage was record ; . ) .
Finally, SIMPSON was used to select partial scan registeiﬂes not take into account interdependencies and correlations

The testability statistics presented for SIMPSON in Table AMONG state registers. By scanning a register, it may become
show theminimumnumber of scan registers required to achie\,féos_s'ble to indirectly Con.trol other registers. Scanning such
higher or equally highfault coverage as that obtained byndirectly controllable registers would be unnecessary. Thus,
using OPUS. The results are very encouraging. For almost &ptraightforward extension to SIMPSON would be the incor-
examples, SIMPSON suggests a better set of registers to seafation of a technique that analyzes latch dependencies and
than OPUS; by selecting fewer registers for scan, higher fagrrelations. Cheet al. [22] suggested a model to evaluate
coverage is achieved. latch dependencies, latch affinities, and latch correlations. They

Let us first compare the results obtained by using the “cycttsed it to decompose the complete state space of a huge FSM
breaking” option of OPUS with those obtained by usingto interacting FSMs so that implicit state enumeration could
SIMPSON. For benchmarkfalse, s1488, s344and s82Q now be carried out on decomposed FSMs, each of a relatively
OPUS and SIMPSON select the same number of registésaller size. Such a model could be readily incorporated within
for scan. However, SIMPSON selects different registers th&MPSON. While selecting a set of scan registers, correlations
OPUS and provides higher fault coverage. For benchmarkall the registers with respect to a preselected scan element
s1494 OPUS and SIMPSON select the same registers foould be analyzed to select the next best candidate for partial
scan and hence their testability statistics are identical. Faran.
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TABLE Il
OPUS: Cycle Breaking OPUS: SCOAP Testability Option SIMPSON
Circuit | Total | Scan | Fault CPU #of || Scan | Fault CPU #of |[ Scan | Fault CPU #of
FFs | FFs Cov Time | Vects || FFs Cov Time | Vects || FFs Cov Time | Vects
bbsse 6 3 99.66% [ <1ms | 69 - - - - 1 99.66% | 10ms 131
false 3 1 85% < 1ms 10 - - - - 1 100% 10 ms 21
exl 5 4 100% | <1ms | 152 - - - - 3 100% 10 ms 304
rie 5 3 100% | <1ms | 171 - - - - 2 100% 4 ms 89
planet 7 5 100% | <1ms | 252 - - - - 4 100% 10ms 64
imec10 8 6 100% | <1ms | 350 - - - - 5 100% 40ms | 716
s386 4 3 100% | <1ms 82 3 98.18% | < 1ms | 194 1 100% 10 ms 157
5820 5 1 97% <1lms | 542 1 97.06% | < 1ms | 700 1 100% 40 ms 8§94
5832 5 4 98.39% | < 1ms | 440 4 98.39% | < 1ms | 327 1 98.39% | 20 ms 581
s1488 6 3 96.5% | < 1ms | 1033 3 100% | <1ms | 493 3 100% 20ms | 455
s1494 6 2 99.88% | <1ms | 472 2 992% | <1ms | 776 2 99.8% | 20ms 472
s510 6 5 100% | <1ms | 392 5 100% | <1ms | 122 3 100% 60 ms 480
s344 15 1 94.83% | < 1ms 85 1 97.66% | < 1ms 70 1 97.66% | 120 ms 70
s349 15 5 98.86% | < 1 ms 97 5 99.14% | < lms 80 3 99.57% | 20ms 91
5420 16 0 983% | <1ms 36 - - - - 0 98.3% 10 ms 36
5641 19 7 100% | <1ms | 172 7 99.36% | <1lms | 199 3 99.37% | 420 ms | 236
s713 19 5 91% <1ms | 203 5 9294% | < 1ms | 241 3 93.1% | 430ms~-| 257
s444 21 9 95.99% [ < 1ms | 184 9 9494% | < 1ms | 115 5 98.1% | 530ms | 1321
s400 21 9 974% | <1ms | 186 9 96.23% | <1ms [ 151 6 97.42% | 590ms |- 723
s382 21 9 98.75% | < 1ms | 166 9 9749% | < 1ms | 131 6 98.75% | 620ms | 693
$953 29 5 100% | <1ms | 309 5 100% | <1ms | 309 3 100% | 200ms | 426
s838 32 - - - - - - - - - - - -
s1423 74 22 | 92.15% | 2sec 203 22 | 8627% | 2sec 329 - - - —
However, the model to evaluate latch dependencies and cor- TABLE IV
relations proposed by Clei al.in [22] is bgseql predominantly T SIS T
on the structure and topology of the circuit. Such structural  circuit | Total# [#of Scan | Fault | Zof | #of Scan | Fault | #of
models for analysis of latch correlations have a drawback as Regs | Regs | Cov. | Veots | Regs | Cov. | Vects
they cannot take into accoufdlse dependencieamong the 21332 2 3 ;3%2, 2;2 ; 913%2 332
state registers (e.g., functigh = « + ab does not depend on $510 6 3 100% | 480 3 100% | 480
b). The issue of combinational false dependencies can still be :;13 ig § 233;‘; 3? § 33;;;‘;’;; 3?
resolved efficiently; however, the presence of sequential false 5641 19 3 [9937% | 236 3 [9937%| 236
dependencies among registers, such as register-to-register mul- R . CRNN IRV A N 3 1
ticycle false paths, significantly complicate the analysis [18]. %0 21 6 |974%| 123 6 |99.06% | 1729
Techniques that could efficiently analyze “functional” depen- 5382 [ 2! 6 [9875%] 6% 6| 9875 | 693

dencies and correlations among the state registers of a circuit
need to be developed. lection of the same registers for scan as selected by its one-pass
Fortunately, by using SIMPSON iteratively, we can indirectlppplication, hence the identical fault coverage and testability
take into account correlations among state registers as follo@ggrhead statistics. As no knowledge about the degree of cor-
By scanning a register, some of the previously unreachals@ation among the registers for these benchmarks is available,
states become reachable and the size of the unreachable #tagedifficult to explain precisely why the greedy one-pass ap-
set should shrink. As the state space of the underlying FSWpach of SIMPSON performs just as well as the iterative ap-
of a circuit changes, so do the controllability measures of tioach. One possible reason could be that the selected scan reg-
flip—flops. Thus, after selecting a register for scan (modifyinigters do not have a high degree of correlation among them. For
the circuit by converting the flip—flop into a primary inputthe benchmark1488 the iterative application of SIMPSON re-
and output) we could recompute the set of reachable and gtits in fewer scan registers with equally high fault coverage.
reachable states and apply the algorithm again on the modiffe@r all other benchmarks400, s444, and s1494igher fault
circuit. In this way, we can use SIMPSON iteratively while€overage is achieved with the same number of scan registers by
selecting the single most noncontrollable memory element faging SIMPSON iteratively. Iterative application of SIMPSON
scan during each iteration. This would help us in avoiding thosever produces worse results than those obtained by its one-pass
registers that can be indirectly controlled by scanning othepunterpart.
registers in a more systematic and nongreedy fashion. TablelV =~ .
presents the results of using the above extension to SIMPSOKt, Limitations of Simpson
Interestingly, for most benchmarks510, s344, s349, s641, SIMPSON, however, suffers from all the drawbacks associ-
s713, and s38dterative application of SIMPSON results in seated with implicit state enumeration techniques using BDDs.



820 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 21, NO. 7, JULY 2002

For very large circuits, BDDs are known to suffer from the state Let A be the transition function BFV for the original ma-

explosion problem since they have worst case memory requicéine. The state variable partition = {=y,...,n,} further
ments exponential in the size of the support set. This makes thiiuces a partition on the following.
impractical to represent large sets of reachable and unreachablg) A partition onA as{A;,...,A,}; this is called a BFV

states. AlSO, the CPU time used by SIMPSON can be a IImItlng partition_ In other WOde, each bIOC/ki,, of the state vari-

factor in evaluating the scan flip—flops for very large circuits. As able partition identifies a set of next state function com-

it can be observed from Table IIl, the processing time used by  ponentsA;. Each componenty; can be seen as the next
OPUS is a small fraction of that used by SIMPSON. The larger  state BEV of a sub-ESM of the original machine.
CPU time requirements for SIMPSON can be attributed to the 2) A partition on the original machin&/ as{M,...,M,},
iterative reachability computations performed while state enu-  \where each M; is a sub-FSM given byM; =
meration. Use of dynamic variable ordering methods to limit the (3> xB'=1,0,8*, P;(5°), A;, A;), whereB = {0,1},
increase in the size of BDDs can further enhance the computa- ; is the total number number of state variabless the
tion time. number of state variables in partitian, S* C B9, A; is
As it becomes infeasible to represent and manipulate the set  the transition function BFV off;, andA, is the identity
of all the reachable and unreachable states for very large circuits  fynction from F;($) to itself.

using BDDs, approximate reachability analysis [22], [23] can be The sef M, ..., M, } constitutes the SSD FSM network ob-

carrle_d outto ana_llyze the beha\_/l_or of the _under_lylng sequentﬂglned from partitioning the original machine. The primary in-
machine. Approximate reachability analysis avoids the BDD e -uf of M are shared by thé;s and the communication be-
e

plos'ﬁ nbglarobtletm befctar\]use I e;:!ows ust;o repr(’jesetntfa sup”erse nM;s is through the state variablesiin The state variables
reachable states ol the machine as the product of sma’ler al to a sub-FSMV;, i.e., those that appear in partitiop, are

sets, such that BDDs of their characteristic functions can be b 'tlledlocal state variablesState variables not in partition;
and processed easily. Appr(_)ximate reachab_ility analysis tra appearing in the support a;, are termed agseu dopf,i-
off accuracy for space eff|C|ency: The remainder of t_he IoapFﬁrary inputsof the submachinMi; Note that SSD is intended
anglyzes how we can use qpproxmate FSM traversal in Ordersbcfely for reachability analysis purposes and, therefore, the cor-
estimate the noncontrollability of flip—flops and target them folresponding partitioning of the output function BEX, of the
partial scan design. '

original FSM, M, is intentionally left out [23].

VII. A PPROXIMATE REACHABILITY ANALYSIS B. Machine Partitioning for SSD

In Section VI, we observed the practical limitations of the The accuracy and efficiency of the approximate traversal ap-
exact FSM traversal techniques to implicitly enumerate tfproach strongly depends upon the latch set partitioned into sub-
states of a sequential circuit. We now review approximaf&ts to.qbtain state space decomposition. Using intelligent ways
reachability analysis techniques to estimate the upper boundtBrPartition the machine the accuracy of approximate reacha-
the set of reachable states of an FSM. @hal.[23] presented bility analysis can be significantly improved. Ce al. [22]
techniques to decompose the state space of a large machine$f@yved that this can be achieved by taking into account the
smaller submachines and then perform reachability analy§§cuit structure while performing state space decomposition.
on the resulting component machines to overapproximate thigé information provided by evaluating the mutual relation-
overall reachable state set. In what follows, we first descritsgiPS among groups of latches can be efficiently exploited for
the basic theory behind state space decomposition and tiai§ Purpose. They proposed to evaluate laihnectivity, cor-
describe the approximate FSM traversal technique used in fRtion, and affinity measures to identify latches that can be
context of this paper. For a detailed analysis of state spa#@uped together to create machine partitions.

decomposition and approximate FSM traversal, the reader isconnectivityw;;, measures the mutual dependency between
referred to [22] and [23]. two state registers;, ;. In other words, it indicates whether or

not the next state function of state variabléhas state variable
r; in its support. While connectivity accurately models the de-
gree of dependency among state variables, it does not consider
Let V' be the set of state variables of an FSM, associated the overall relationship between pairs of state variables induced
with a circuitC. A state variable partition ol is a partition of by shared primary inputs, structure of the next state logic, and
V. A state variable partition inducesstate space decomposi-so on. To this end, they proposed another measure called latch
tion (SSD). Letr = {m,..., 7, } be a state variable partition correlation, p;;, that facilitates the systematic evaluation of the
that partitionsV” into n components. Each componentrep-  functional relationship between two latches ;. State vari-
resents a Boolean subspace consisting of the coordinate veciiies with a high degree of correlation need to be grouped to-
corresponding to the state variablesrin gether so that the resulting transition function BFVs have a small
Let S be a set of states of the circdit Given a state variable image, or at least a small image when constrained. This results
partitionm = {71,..., 7, }, theprojectionof S onr; is defined in sub-FSMs whose approximate traversal provides a smaller,
by more accurate, reachable state set.
Connectivity and correlation are distinct measures of struc-
Fi(S) = 3v_r)S- (13) tural relationship between state variables. It is important to take

A. State-Space Decomposition
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Fig. 7.

into account both connectivity and correlation simultaneouslyubspace implicitly defines a sub-FSM which is a part of the
For this reason they defined lataffinity, ¢;;, as a weighted av- original machine. Each of these sub-FSMs can be traversed im-

erage of latch connectivity and correlation measures plicitly using the procedure BFS_TRAVERSAL as described in
Fig. 2 to compute the set of reachable states in its corresponding
oij =a-wij +(1—a) - piy (14) subspace. The state variables belonging to other submachines,

but appearing in the support of the submachine being traversed,
where0 < « < 1. From the computed affinities among all pairsnay be treated as pseudoprimary inputs. Once all the sub-FSMs
of state variables of the circuit, a state variable affinity grapfiave been traversed, the overall reachable states of the orig-
is created. An initial partition is created by grouping togethefal FSM can be approximated by computing the product of the
the elements of the strongly connected components (SCCs}@ichable states of the sub-FSMs. This is an overapproxima-
the state variable affinity graph. Larger components are thgen (upper bound) of the reachable states of the original FSM.
broken and smaller ones are aggregated using seed/clusteting overall problem is thus reduced to multiple application of
techniques to partition the overall machine [22]. the exact traversal procedure to subproblems of affordable size,
Fig. 7(a) depicts how the identification of SCCs of a hypoyhose solutions can be found efficiently.
thetical state variable affinity graph corresponds to machineHowever, the adverse effect of partitioning/decomposition is
partitioning. In the figure, the nodes labeled. . . , 7o represent the loss of precision in the computation of reachable and un-
the flip—flops of the circuit. By grouping together the flip—flopseachable states. This is because when a submachine is sepa-
of an SCC, a state variable partition = {71,...,m4} IS rated from the other components of the system, it acquires addi-
created. The state variable partition further induces a corignal degrees of freedom in its behavior. An important aspect of
sponding partition on the original transition function BFXs approximate FSM traversal is to how to minimize the loss of pre-
as{Ay,...,As}. Sub-FSMsM;s can now be associated withgisjon in the computation of reachable states while completing
each partition. FSM traversal can then be performed on eachgé approximate traversal in acceptable time and memory limits.
these sub-FSMs to approximate the reachable state set. The approximation of the reachable states can be consider-
Fig. 7(b) depicts the FSM dependency graph derived by calbly improved if the interaction between the sub-FSMs is prop-
lapsing together all the nodes of each SCC of the affinity grapkyly modeled. This is a crucial issue as it helps reduce the de-
Formally, anFSM dependency graph a directed graptZ =  grees of freedom introduced by state-space decomposition. In
(M, E),whereM = {My, ..., M,}isthe setof sub-FSMs and[23], two generic approximate FSM traversal methods were pre-
L is a set of directed edges SUCh that if a local state Val’lab|e§@cnted that differ in the way the interaction between FSM is
M; is a pseudoprimary input d¥/; then,(M;, M;) € E. This modeled during BFS traversal. These methods are listed below.

graph is used to compute a topologlcal order of the sub-FSMs , Machine-by-Machine TraversalMachine by machine
which, in turn, defines the order in which these submachines (MBM) traversal, as the name suggests, processes the

are travers_ed during approximate FSM traver3él. < M, < sub-FSMs one at a time during one least fixed point
Mz < M, is one such order. computation. The sub-FSMs are processed serially and

. iteratively, until a fixed point in the computation of
C. Approximate FSM Traversal overapproximated reached state set is obtained.

Once the state variable set of alarge FSMis partitioned, it cre- « Frame-by-Frame TraversalFrame by frame (FBF) tra-
ates multiple Boolean subspaces of the original state space. Each versal handles the sub-FSMs in parallel, and the overall
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Inputs: n sub-FSMs {M;}, corresponding projected initial state {S; }.
fori=1...ndo
reached) = constraint) = SY;/* initialize */
end for
i=0
converged = FALSE,;
while converged == FALSE do
fori=1...ndo
A, =SSD_CONSTRAIN(A;, {constraz’nt{ 1; 7* constrain transition relations */
reached’™ = IMAGE(A., constraint]); /* 1-step reachability */
constraintl™ = reachedi™ /* update constraints */
end for
if reached!' == reached! for all i then
converged = TRUE;
end if
i=i+L
end while
/* Traversal completed: Return the set of reached states for all sub-FSMs */

return ({reached’})

Fig. 8.

traversal is aone-sweepoperation. Each sub-FSM ismary inputs of the sub-FSMs being traversed (the SSD_CON-
started in its initial state and the image of that set STRAIN operation in the algorithm). This is performed in order
computed. As a result, all machines move one time fran@ reduce the information loss due to machine decomposition.
ahead. Then another coordinated image computatiSapposeV/; isthe sub-FSM being traversed ahg be its fanin
is performed, one per each sub-FSM, and so on. TRSM as computed by the FSM dependency graph. The local
algorithm terminates when the computed reached statate variables al{; that are not pseudoprimary inputs &f;
set converges. Two variants of the FBF traversal methodee existentially quantified from the reachegkt. This quan-
were proposedreached frame by fram@RFBF) andto tified reached set is imposed as a constraint dg of ;.
frame by frame(TFBF). The two variants differ in the The procedure is applied for all fanin sub-FSMsf. The
way the convergence check is performed. bdd_constrainoperator, as defined bgoudert et al.[26], is
For the purpose of our work, we use tleached frame by used for this purpose. RFBF converges when regcfardall
frame(RFBF) technique to estimate the noncontrollability meat/;s converges. It has been shown [23] that the algorithm is
sures of the flip—flops of the circuit. The reasons for choosinguaranteed to converge to a fix point and the set of reachable
the RFBF approximate reachability technique over the othestates thus computed is an overapproximation of the exact reach-
are as follows. While the MBM technique converges faster thable states.
the other two, the overapproximated reachable state set com-
puted is farther away in precision from the exact reached state
set as compared with RFBF and TFBF traversal. This results
in a significant loss of information of the reachable states. OnBased on the approximate FSM traversal algorithm RFBF
the other hand, TFBF computes the upper bound on the readbscribed in the previous section, and the flip—flop noncon-
able state set closest to the exact reachable set. However, aslibility measures presented in Section V, we present an al-
more accurate upper bound is estimated, tighter constraints goeithm Scan register selection using ApproxiMate State enu-
required to model the interaction between sub-FSMs. BecaumeratiON (SAMSON) to evaluate the noncontrollability mea-
of a tighter constraint set, TFBF requires more image computaires of flip—flops of a circuit. SAMSON, described in Fig. 9,
tions to converge; this results in longer CPU times to completakes as input a large sequential circuit, partitions it into sub-
the traversal. The RFBF traversal technique is an accuracy—tiFr@Ms, and performs approximate reachability analysis using
tradeoff between MBM and TFBF and is hence used for the piaymbolic image computations on individual sub-FSMs (RFBF
pose of evaluating noncontrollability measures of flip—flops. traversal procedure). During each image computation step for
The RFBF traversal algorithm, taken from [23], is reproduceslsub-FSM, we record thiegree of unsettabilitior eachlocal
in Fig. 8. The subscripts denote decomposed machines andstate variable. Once the traversal terminates for all submachines,
perscripts denote the current reachability iteration. The algpreached; }s contain the reachable states of sub-FIME } s.
rithm proceeds as follows. It takes as input the SSD FSM néthe upper bound on the overall reached state set is then com-
work, i.e., the sub-FSM4/;s, and the corresponding decomputed as a cartesian product of ftkached; }; this is stored in
posed set of initial statglsS? }, where{S?} = P;(S°), thepro- over_approx_reachedComplement of this overapproximated
jectionof the initial states for the given partition. The current reached state set results in an underapproximation of the overall
reachedstate set is used to impose constraints on the pseudoprireachable state set. From this underapproximated set of un-

VIIl. T HE SAMSON ALGORITHM
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Inputs: A large FSM M, its initial state S°.
QOutputs: Scan registers listed in decreasing order of their non-controllability.
Decompose M into n sub-FSMs {M;|1 < i < n}.
Compute corresponding projected initial state set {S?}.
fori=1...ndo
reached) = constraint) = S?;/* initialize */
end for
i=0
converged = FALSE,;
while converged == FALSE do
fori=1...ndo
A, = SSD_CONSTRAIN(A;, {constraint{ }); /* constrain transition relations */
reached!™ = IMAGE(A,, constraintl); * 1-step reachability */
for each local state variable 7, € M; do
compute_degree_of _unsettability(ry);
end for
constraint] ™ = reached{ *+1 /% update constraints */
end for
if 7'eached{+1 == reached’ for all i then
converged = TRUE,;
end if
J=i+1
end while
/* Traversal completed: Compute the product of reachable states of sub-FSMs */

over _approz_reached = [[:=} reached{ ;
unreached_states = bdd_complement(over _approz_reached);
for each state variable r;, of the entire circuit do
compute_degree_of _unateness(ry, unreached_states),
non-controllability(r;) = degree_of unsettability(r;) + degree_of _unateness(ry);
end for
order the state variables of the entire circuit in decreasing order of their non-controllabilities

Fig. 9.

TABLE V

OPUS: Cycle Breaking OPUS: SCOAP Testability Option SAMSON

Circuit | Total | Scan | Fault CPU #of Scan | Fault CPU # of Scan | Fault CPU # of

FFs | FFs Cov Time | Vects FFs Cov Time Vects FFs Cov Time Vects
s1423 74 22 192.1% | 2sec 203 22 | 86.2% | 2sec 329 22 | 952% | 23sec 495

$5378 164 30 | 93.4% | 3sec 1294 30 | 90.4% | 8sec 1538 30 | 88.6% | 107sec | 1324
$9234 211 65 | 81.1% | 9sec | 7026 65 | 369% | 12sec 1217 65 | 853% | 352sec | 7122
s15850 | 534 91 | 82.3% | 8sec | 12003 91 | 76.2% | 4lsec | 5417 91 | 86.0% | 675sec | 12689
s13207 | 638 58 77% 6sec | 2856 58 | 62.9% | 26sec 3958 58 | 842% | 47min | 6870
$38584 | 1426 | 313 | 92.1% | 23 sec | 12879 || 313 | 89.7% | 22 min | 9560 313 | 93.4% | 197min | 19321

reachable states, we compute thegree of unateneder each SAMSON was programmed within the VIS toolset and exper-
state variable of the original machine. The overall noncontrollanents were carried out using the ISCAS’89 benchmark circuits
bility of all flip—flops can then be evaluated by adding their rethat contained a larger number of flip—flops (F+80). The re-
spective degrees of unsettability and unateness. The flip—flapsts depicted in Table V are compared with OPUS using both
of the entire circuit are then sorted in decreasing order of théfire structural analysis/cycle breaking and the SCOAP testability
noncontrollabilities. analysis options.

Note that unlike SIMPSON, SAMSON does not examine
missing rising and falling transitions for any flip—flop. Since th .
traversal is performed on partitioned sub-FSMs individually,%‘a' Analyzing the Results
missing transition on a local state variable does not guarante@®ur experimental setup requires some explanation. First, the
the same behavior in the overall machine. We have notetuctural analysis/cycle breaking option of OPUS was used to
experimentally that by scanning such flip—flops, which correselect the partial scan registers. OPUS automatically selects the
spond to missing rising or falling transitions in their respectiveiinimum number of scan registers required to break all the
sub-FSM traversal trace does not necessarily contribute to theps in the design. After scanning the required registers, the
improvement in the overall fault coverage. ATPG tool HITEC was used to generate tests and the observed
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fault coverage was recorded. Next, the SCOAP testability oBy breaking this SCC into different sub-FSMs, we allow ad-
tion was used to select partial scan registers. SCOAP testabiiitional degrees of freedom on the state variables and are un-
option does not automatically select the number of registersable to model their interaction efficiently. We conjecture that it
be scanned. It only evaluates and orders the state registersiperhaps for this reason that the noncontrollability measures
terms of their SCOAP controllability/observability measuregvaluated by SAMSON for the flip—flops 66378 are inaccu-
For our experiment with the SCOAP option of OPUS, we useadte. Unfortunately, since it is computationally infeasible to per-
the same number of scan registers as suggested by the cfalm implicit state enumeration on a partition that would contain
breaking option of OPUS. After scanning the required registethjs SCC (124 flip—flops), there is no way to verify whether the
tests were generated and the testability statistics were recordszbve is really the case.
Finally, we used the SAMSON algorithm to order the registers However, similar observations on other benchmarks support
in terms of their noncontrollability measures. The number @fur intuition. For example, the benchmak3207 has 17 SCCs.
registers scanned was again kept the same as suggested btig 1 out of the 17 SCCs contains 252 latches and the rest of
cycle-breaking option of OPUS in order to make a fair conthe 16 SCCs contain fewer than 30 latches. These SCCs are con-
parison. The requisite number of registers was scanned and tasted entirely within a partition. Note that for this benchmark,
generation was carried out. SAMSON provides higher fault coverage (84.2%) as compared
Machine partitioning is an important issue with SAMSON, awith OPUS (77%). Perhaps by encompassing the SCCs within
the nature and size of the partitioned machine affects the prggititions we were able to model their interaction more effec-
sion of the approximation of reachable states. While it is trdively.
that by creating smaller partitions the approximate FSM tra-
versal would converge quickly, it would, however, resultinasi@. Iterative Application of SAMSON
nificant loss of precision on reachable states. The larger the sizg | < ion VI-B, we had discussed that by scanning a reg-
(in the number of state variables) of partitioned sub-FSMs, tk|]s(?er it may become possible to indirectly control other regis-
fewer the number of partitions and more accurate the approxi- S ) I .
mation. However, image computations on large partitions wou grs of the circuit. Scanning such indirectly controllable regis-

require excessive CPU time and memory and would make ers should then be unnecessary. Subsequently, we had argued

entire process infeasible. From our previous experiments Wl{hat by using SIMPSON iteratively, i.e., by selecting the most

exact reachability analysis, we had observed that exact I:éwlncontrollableflip—flopforscan in each iteration of SIMPSON

traversal techniques cannot efficiently handle circuits that coﬂr-]d modifying the circuit by transforming the flip—fiop into pri-

tain more than 30 flip—flops (approximately). For this reasofnary input and output, we could avoid selecting such indirectly
’gntrollable flip—flops for scan. Analogous to the iterative appli-

we imposed a restriction on the machine partitioning algorithn‘f . ; | he eff f usi
50 as to includeo more than 30 flip—flopin each partitioned ¢aU0N of SIMPSON, we analyze the effect of using SAMSON
sub-FSM. iteratively on the above larger circuits of the ISCAS’89 bench-

The results obtained by SAMSON compare favorably witﬂ]ar,k suite. . ) , i
Since the circuits experimented with SAMSON contain

those obtained by OPUS. For all benchmark circuits other than i ,

55378, the scan registers selected by SAMSON provide high@r!arge number of flip—flops, selecting only one (the most
fault coverage than those selected by both options of OPUS. THcontrollable) flip—flop for scan in each iteration would
CPU times for SAMSON, while longer than those for Opugnake.the entire scan se.lectlon process to_o time consuming.
are certainly not impractical. The CPU times for SAMSON Caﬁor this reason, we experimented with two different criteria for
be attributed to the time required for: 1) machine partitioning?ae_c'[i”g aset of scan registers in each iteration. The results are
2) iterative image computations; 3) the constraining of pargiepicted in Table VIin columns “Iterative SAMSON—1" and
tioned transition relations; and 4) computing the noncontroliaiérative SAMSON—2" and are compared with the results
bility measures for all the flip—flops. By investing some time ifPPtained by using the one-pass application of SAMSON. The
performing the above computations, SAMSON selects a beti@fal number of flip—flops selected for scan in each experi-
set of registers to scan than OPUS and provides higher fault cB¥ent is kept the same as that for the one-pass application of
erage. SAMSON.

For the benchmark5378 the cycle breaking option of OPUS  Iterative SAMSON—I1Recall that SAMSON decomposes
selects 30 scan registers and provides 93.4% fault coveragéarge FSM into smaller ones and then performs reachability
while the same number of registers scanned using SAMS@Ralysis on the individual sub-FSMs. Therefore, for the first
provides only 88.6% fault coverage. We analyzed this circuit &t Of iterative experiments with SAMSON, we select the most
find the reasons for the poor performance of SAMS@Na-vis nhoncontrollable flipflop froneach partitioned submachinie
OPUS. We made the following observation. The affinity grap@very iteration. In other words, we select one (the most non-
of the circuit has only one strongly connected component (SCentrollable) flip—flop for scan per sub-FSM per iteration. After
consisting of 124 flip—flops. Since we limit our partition sizghe flip—flops are selected for scan, one from each sub-FSM of
to 30 flip—flops, this SCC gets broken and we are unable the SSD FSM network, their present state and next state lines
create a sub-FSM that encompasses this SCC. Intuitivelyaife transformed into primary inputs and outputs of the circuit.
a sub-FSM entirely contains all the flip—flops of an SCC oBAMSON is again applied on the modified circuit and another
the circuit, the interaction between the flip—flops can be modet of flip—flops is selected for scan, one from each sub-FSM.
eled more efficiently for FSM traversal. This may potentiallyfhe process terminates when the required number of flip—flops
lead to a better approximation of overall machine reachabilityas been selected for scan.
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TABLE VI

SAMSON: One Pass Iterative SAMSON - 1 Iterative SAMSON - 2
Circuit | Total | Scan | Fault CPU #of Scan | Fault CPU #of || Scan | Fault CPU #of
FFs | FFs Cov Time Vects FFs Cov Time Vects || FFs Cov Time Vects
s1423 74 22 |1 952% | 23 sec 495 22 782% | 115sec | 341 22 [951% | T4sec 487
$5378 164 30 | 88.6% | 107sec | 1324 30 | 75.52% | 489sec | 394 30 | 89.2% | 389sec | 1444
59234 211 65 | 85.3% | 352sec | 7122 65 80.8% | 34 min | 5076 65 | 862% | 21 min | 7519
s15850 | 534 91 | 86.0% | 675sec | 12689 91 74.8% | 171 min | 2964 91 | 86.9% | 39min | 12781
s13207 | 638 58 | 84.2% | 47 min | 6870 58 77.5% | 134 min | 4926 58 | 84.9% | 148 min | 7003

By modifying the scan flip—flops into primary inputs andhe improvement in fault coverage is only 0.7%, and it comes
outputs, not only does the state space of the original machatea cost of more than triple the investment in CPU time. As far
change, but the structure of the circuit (and hence the latch cais-the achieved fault-coverage/CPU-time tradeoff is concerned,
nectivity, correlation, and affinity measures) also undergoedram the experiments one can conclude that the one-pass ap-
change. This means that when the modified circuit is again paroach of SAMSON is a better option.
titioned for approximate FSM traversal, the new SSD FSM net-
work may potentially be vastly different from the ones obtained
in previous iterations.

The results obtained by experimenting with the above tech-In this paper, we presented a new approach to the partial scan
nigue are not encouraging. For almost all the circuits, the fapitoblem that analyzes the circuit state information in order to
coverage achieved by selecting scan flip—flops one per swvaluate the noncontrollability of flip—flops. Implicit state enu-
machine per iteration is worse than that achieved by using theration is used as a tool to analyze the reachable and unreach-
one-pass approach of SAMSON. We analyzed the submachinbte state space of the underlying FSM of the sequential cir-
and the testability measures of the corresponding flip—flogsiit in order to evaluate its testability measures. An algorithm,
to find the reasons behind the apparent failure of this tecBIMPSON, has been proposed and the results have been pre-
nigue. We found that some submachines contained flip—flopented which demonstrate the importance of using the circuit
whose noncontrollability measures were low, suggesting treaite information in order to evaluate the noncontrollability of
the corresponding sub-FSM was an easily testable machitie flip—flops. As compared to conventional state-of-the-art par-
Easily testable machines may not require scan to provide hitgd scan register selection techniques, our approach performs
fault coverage of the area corresponding to their portion bétter; by selecting fewer scan registers, higher or equally high
the circuit. On the other hand, some submachines contairfadlt coverage is achieved.

a significant number of flip—flops whose noncontrollability However, SIMPSON suffers from BDD size explosion prob-
measures were very high, suggesting that the correspondieigs and is computationally expensive and slow for very large
sub-FSM was a difficult to test machine. Such sub-FSMs majrcuits. The excessive CPU time requirements arise from the
require a high degree of scan to cover the faults corresponditegative reachability computations performed while state enu-
to their portion of the circuit. Selecting the easily controllableneration. As it becomes infeasible to represent and manipu-
flip—flops for scan, while omitting the ones that belong to kte the set of all the reachable and unreachable states for very
difficult to test submachine, is the main cause of the reduckatge circuits using BDDs, the use of approximate reachability
fault coverage. Clearly, selecting one flip—flop per sub-FSknalysis is proposed to analyze the behavior of the underlying
per iteration is not an effective strategy to obtain a good set &quential machine. Approximate reachability analysis avoids
scan flip—flops for high fault coverage. the BDD explosion problem because it allows us to represent a

Iterative SAMSON—2We have argued that selecting onsuperset of reachable states of the machine as the product of
flip—flop for scan in each iteration of SAMSON would be tossmaller subsets, such that BDDs of their characteristic func-
time consuming. Therefore, in our second set of iterative etiens can be built and processed easily. We presented an algo-
periments, instead of selecting one scan register per iteratidgthm, SAMSON, that exploits the power of approximate im-
we propose to select a predetermined number of scan regikeit FSM traversal techniques to estimate the noncontrollabili-
ters in each iteration. For our experiments, in each iteration tigs of flip—flops. These most noncontrollable flip—flops are tar-
SAMSON, we selected 25% of the required number of scan raggeted for partial scan design. Approximate FSM traversal re-
isters, limiting the number of iterations of SAMSON to foursults in some “loss of information” of the reachable and un-
For example, for the benchmagk378, the required number reachable state sets of the machine. However, we demonstrated
of scan registers is 30. Since 25% of 30 is 7.5, we select eidhytexperiments that such a loss does not significantly affect the
(rounding up 7.5 to 8) scan registers in each of the first threeoposed noncontrollability measures evaluated on the approx-
iterations and the remaining six in the last one. After each iteriaated state sets. Using our technigues, we are able to select
tion of SAMSON, the selected scan registers are transformadbetter set of scan registers that provide higher fault coverage
into primary inputs and outputs and the algorithm is appligtian that achieved by using contemporary scan register selec-
again, and so on. The results, when compared with “Iteratition techniques, though at the cost of higher computation times.
SAMSON—1" are better in terms of fault coverage. When com- We also discussed how the scanning of a register changes the
pared with the one-pass approach of SAMSON, the fault costate space of the underlying machine and, as a result, affects
erage achieved is marginally better though it comes at the ctgt ranking of the flip—flops according to their noncontrolla-
of higher CPU times. For example, for the benchm&lrk207,  bility measures. We analyzed the effect of iterative application

IX. CONCLUSION AND FUTURE WORK



826

IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 21, NO. 7, JULY 2002

of the proposed algorithms while selecting only one flip—flop[20] S. Sharma and M. Hsiao, “Partial scan using multi-hop state reachability

(in the case of SIMPSON) or a set of flip—flops (in the case of
SAMSON) in each iteration. While iterative application of the

[21]

presented algorithms does provide higher fault coverage, the im-
provement in fault coverage is often marginal, and it is achieveé?!
at the expense of significant amount of CPU times.

The testability measures of flip—flops proposed in this paper

address not only the noncontrollable and difficult-to-control!?

registers, but also take into account the unreachable states of
the machine that contribute to the sequentially untestable faults.

While we have shown how to model the noncontrollability of !

flip—flops using state machine transitions, it is not clear how to

address the issue observabilityusing implicit FSM traversal.

(25]

This topic is worthy of future research. Further, the techniquegg,
presented in the paper are well suited for finite state machines,

i.e., sequential circuits with feedback.

It is not clear how

the proposed techniques can be modified to identify pipeling?]
registers for partial scan. Also, if the designs contain RAMs,
it would be interesting to research whether or not the states dfel
the RAM should be analyzed for determining scan flip—flops

in the design.
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