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Abstract

Side-channel attacks are nowadays a serious concern when imglegeryptographic algo-
rithms. Powerful ways for gaining information about the secret key as agellarious counter-
measures against such attacks have been recently developed. Alih@igell known that such
attacks can exploit information leaked from different sources, most maoks have only addressed
the problem of protecting a cryptographic device against a single typeaifla Consequently, there
is very little knowledge on how a scheme for protecting a device against paefyside-channel
attack may affect its vulnerability to other types of side-channel attackshidrpaper we focus
on devices that include protection against fault injection attacks (using eliffesrror detection
schemes) and explore whether the presence of such fault detectiaitscatfects the resistance
against attacks based on power analysis. Using the AES S-Box as mplexave performed at-
tacks on the unprotected implementation as well as modified implementationsantihgmeck
circuits or residue check circuits (mod3 and mod7). In particular, wei$amn the question whether
the knowledge of the presence of error detection circuitry in the crypfaiic device can help an
attacker who attempts to mount a power attack on the device. Our resultstBabthe presence of
error detection circuitry helps the attacker even if he is unaware of thisiitisg and that the benefit
to the attacker increases with the number of check bits used for the purpeser detection.

1. Introduction

Security plays a fundamental role in today’s world: the rapid growth of elibe devices ex-
ecuting security-sensitive applications, and the global interest in doidig@business pose new
concerns for system designers. Unfortunately, as has become ewidecent years, the use of
strong cryptographic algorithms can not guarantee a sufficient leyehafcy and security. In fact,
increasingly simpler and cheaper attacks on cryptographic algorithmeerg teeveloped. Unlike
mathematical approaches, the so callete channel attackexploit the weaknesses of the hard-
ware and/or software platform on which the algorithm is implemented in ordergoiie sensitive
information, rather than attempting a direct attack on the algorithm. One of thesunostssful
examples of such attacks is that of power analysis that exploits the comettetioveen the power
consumed by a device and the data being processed. The effectidrsegh attacks is very high



because they do not require any particular knowledge about the impldaioaraathe device. Be-
sides power attacks other side-channel attacks have been devehabs&htbavn to be very effective,
for example, an attacker can get access to sensitive information by maljciojesting faults and

analyzing the faulty behavior of the system.

These unconventional forms of attack have been studied in the pastiaedsslutions to coun-
teract them have been proposed [2, 9, 16, 17, 18, 22, 23]. Still, thex@rently no perfect pro-
tection against power attacks. It is however, possible to make the task attéio&er more difficult
and more time consuming by applying several countermeasures at diffievels. Similarly, fault
injection attacks can be protected against using, for example, robastletection schemes.

The focus of most previous work has been on a single type of attaclassadesult, it is not clear
whether and how a countermeasure that defeats one particular attacts dffe robustness against
a different attack.

In this paper we concentrate on devices that are protected againsinfaatton attacks using
different error detection schemes, and our goal is twofold: investighether one of the circuits
is easier to attack than the others, and find out whether knowledge aleoprtetfience of an error
detection circuit can be exploited by the attacker. For our study we useEeatgorithm as an
example and we consider hardware implementations of the non linear tnawagion (Sbox) within
AES. We have added error detection circuits based on parity checkslesswesidue checks mod-
ulo 3 and 7, to the original implementation, and we attacked them usinGahelation Power
Attack[6]. To compare the implementations we analyzed simulated data as well astaone
sumption traces obtained from SPICE level simulation. The simulations, usediffétent attack
hypothesis, allowed us to evaluate the impact of the known presencepfietection circuitry on
the effectiveness of such power attacks.

The rest of the paper is organized as follows. Section 2 summarizes gsaeisearch efforts in-
volving fault injection and power analysis attacks. Section 3 introducesypeographic algorithm
we used as a case study, the AES, and describes our circuits fodetemtion. The simulation en-
vironment as well as the results are presented in Section 4. Section 5desithe paper.

2. Related work

Since the introduction of side-channel attacksKkmcher et al[12], a large humber of publica-
tions have addressed this problem. This is because such attacks — thttadevice that executes
the algorithm rather than the mathematical structure of the algorithm — are eesrful and often
reasonably cheap. Since the attacker usually needs physical acttesdéwice, the security threats
are most severe for secure embedded system designs, in particulandd cards. Among the so
calledside-channelsittacks, time, power, electromagnetic emanation and the deliberate injection
of faults are of particular relevance [1, 11, 12].

The problem was addressed by a large number of previous worksetecommon approach
for defeating power analysis attacks has been to remove as much adethesiorrelation between
the power consumption and the data being processed, by using a combaofdtiding andmask-
ing [15]. The proposed countermeasures act at different levels ofabigml process, ranging from
algorithmic techniques [9, 23], through architectural approachesiZpdown to hardware-level
methods [18, 22]. Still, despite the substantial amount of research,ecpprotection against such
attacks is not yet available.

Defeating fault injection attacks [3, 4] is, in comparison, a simpler task sotmest and efficient
protection schemes can be developed based on error detection cddedawe been traditionally



used in data transmission, especially for dealing with noisy channels. Phagtk ¢s an example
of a classical code that was adapted to the needs of cryptographiesleilew solutions tailored
to the specific needs of cryptography have also been developed. ba#gsthe error protection is
mainly based orConcurrent Error Detection (CEDdechniques. Typically, every time an error is
detected, the detection circuit stops the normal execution of the algorithreverrthe generation
of the wrong output. As a result, the attacker is unable to view and analyZauiitye output.

Clearly, the correctness of the output can be verified by duplication afdhgutation either in
area or in the time domain. However, both of these methods are expensiedtsay either double
the execution time or the area requirements.

In addition to the above mentioned general approaches, some publicaiafolbused on par-
ticular cryptographic algorithms or on particular classes of algorithms. Weltexr. [24] presented
an implementation of the IDEA algorithm in which data are first encrypted amd #sea check, de-
crypted with the result compared to the original plaintext. Public key algoritmenaraalyzed in [8],
where the authors propose an approach for providing error deteatidrcorrection by means of
redundant arithmetic based on finite rings. Although comprehensiverdipeged implementation
is complex and results in a higher area overhead compared to other methods.

In their work [10], Karri et al. propose a CED that is tailored to substitupermutation network
ciphers and compares the modified parity of the input with the parity of the butpu

A residue-based error detection scheme for RSA was proposed i lfgligh there remains a
small possibility of undetected errors, the area overhead of the prdgabeme is very small.

The CED scheme proposed for AES in [2] uses one parity bit for evéeyrial state byte of the
AES. This scheme, which requires a limited amount of area for its implementagtettd all odd
errors and in many cases even errors as well.

The main limitation of all the previous research efforts is that they target avdyspecific attack.
Instead, while designing a scheme for protection against a given attéckrcial to also take into
account how the implemented countermeasure would affect other posttdiksa This problem
was addressed only in very few previous publications. Maiegjat.[13] have analyzed the impact
of four different differential fault analysis countermeasures on thegqu analysis resistance. Their
study, that was carried on using gate level simulation, shows that the pomabssis vulnerability
depends on the particular error detection code used.

In [14], the authors compare different error detection codes in dalprovide hints about the
best code selection for secure chips. The authors show that a complemesrisy scheme that
can improve the circuit robustness, induces higher overhead.

Transistor level simulation was performed in [20], where the authors aealy error detection
code based on parity check and discuss how this protection could thiéeetsistance against power
based attacks and the role played by measurement noise. This papelsekterwork reported
in [20] by analyzing the impact of other error detection schemes (mod 3 add/rmesidue checks)
to find out which scheme is less vulnerable to power attacks. Furthermdtésipaper we study
the benefits that attackers may enjoy if they are aware of the presengerodietection circuits in
the cryptographic device.

3. AES and error detection circuits overview

The AES (Rijndael) [7] algorithm implements a block cipher for symmetric keptography.
The block size is128 bits, while the key size i428, 192 or 256 bits. During the encryption
process, four different transformations are iterated a number of timesndéng on the key size.



The four basic transformations ar8hiftRowsSubBytegusing SBoxes)MixColumns and finally
AddRoundKeyThe added key is different in each round and these round keysarmraged by a
key scheduleoutine that takes the secret key and executes an expansion as dpedifeestandard.
The same basic transformations are used during decryption, but thapglred in reverse order.

For the AES S-box, we implemented four versions of the non-linear funciitwe first circuit
implements the non linear transformation as described in the standard, whilghe alther three
we added logic to provide error detection. We considered three typesasfdetection circuits:
parity basedandresidue code modulo &dmodulo 7

The parity check we used is the one proposed in [2]: a single even péritydnided to every
byte. The number of additional bits required for error detection basedsidue code depends on
the particular modulus used.
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Figure 1. Block diagram of the Sbox with an attached generic error detection circuit.

Figure 1 shows an AES S-box with an added error detection circuit. The @stection circuit
checks the correctness of the input and the output of the S-box. Wdvenlata enters the S-box,
the check bits are separated from the data bits and an error detectiofiois pt. If no error is
detected, the 8 data bits enter the S-box circuit. The S-box produces ehestlt of the non-linear
transformation plus the corresponding check bits. At this point the sextwauk is performed, again
as described before. If no error is detected in both checks, the mftfhe S-box can be forwarded
to the next round transformation, otherwise, a faulty output composelll zdras except the right
most bit is generated to signal the error.

SecretKey Point of Attack

PlainText Substitution

Table

Register

Figure 2. Our attack point: the output of the SBox.

4. Results of power attacksusing simulated data

In this section we describe the circuits considered in this study and diseusstlits we obtained
when mounting attacks on simulated data.

We have analyzed three possible circuits for adding error detectiorbititipa to the AES S-
Box: parity code, residue code modulo 3 and residue code modulo 7. e\®psly described,
the goal of this paper is twofold: investigate whether one of the circuits igretmsattack than
the others, and find out whether knowledge about the presence oftairdetection circuit can be
exploited by the attacker.



To perform such an evaluation, we consider the situation depicted in Rigtine input plaintext
has a size of 8 bits, and only one Sbox is used following the secret kaoaddin this case,
our attacks target the full output of the non linear transformation. Theiitiused for attacking
the implementation with error detection circuits is similar to the one depicted in Figumet 2he
output of the Sbox has a number of check bits that depends on the spehiime used: one extra
bit for parity, two extra bits for residue modulo 3 and three extra bits fadtesmodulo 7.

To evaluate the resistance against power analysis attacks, we perfar@edelation Power
Analysis (CPA) that evaluates all the key guesses using statistical ¢mmeldn particular, the
correct key guess is the one that shows the highest value for thdatimmebetween the power
consumption and the hypothesized Hamming weight.

We divided our attack into two steps. During the first one that is faster last peecise, we
mounted our CPA on simulated data. In the second step we used powemgtitsutraces col-
lected using SPICE level simulation, which are much closer to a real worlkattaation. The use
of simulated data has a major advantage: it is available at an early stage eftpe flow and thus
is of a particular interest for determining the correct point of attack andgtbmating the minimum
number of measurements needed to distinguish the correct key from this.othe

During the first step, we obtained simulated data using the approach aekurilj19] to have
a first estimate of how knowledge about the error detection circuitry coelld the attacker. As
previously described, the target of our attack is the output of the non lineasformation that
in many proposed AES architectures is stored in a register. Thus, wedesetoped a simulator
that, using a fixed key an®y random plaintexts, writes the Hamming weight of the Sbox output
at each encryption cycle. We have performed this step for the normad &bavell as for the
Sboxes with added error detection circuits. Then, using the same plaiftéxet previous step, we
have calculated the Hamming weight of the 8 least significant bits of the ShpxtouNe have
then calculated the correlation between the traces generated during stapdwee ones produced
during step one, increasing the number of considered plaintexts from/\L tén this case, the
used attack hypothesis is always of 8 bit, thus this represents the situatidricim tive attacker is
unaware of the presence of the error detection. Finally, we have cdutee Hamming weight of
the Sbox output including also the check bits generated by the error detectait when present,
and as before, we have calculated the correlation between the tracgatgeirduring step one and
those produced during this step, increasing at each run the numbersifleced plaintexts.

The attacks we performed show that in the case of a single Sbox, théationefor the case
where the presence of the error detection circuit is known, is equiglvdile for the case where
the presence of the error detection is unknown to the attacker the comdkatawer, but the value
never goes below.95. Based on this we can conclude that being unaware of the presenc® of th
error detection circuits will not adversely impact the effectiveness optiveer attack. We should
keep in mind that in this case the values for the correlation are high becausarthlations have
been carried out in a noise free environment.

To have a more realistic analysis and to be able to compare different etecten circuits,
we developedvHDL codes for all of them and performed SPICE level power simulation using
NANOSIM, as described in the work of Regazzoni et al [21]. The netbgy library we used is
the UMC 0.18m and the options of the tool were set to provide the highest possible tiesolu
both for time and current. As in the previous series of attacks, we randagnigrgtedV plaintexts
and using them we simulated the circuit keeping the key constant. We theth aadete Gaussian
noise to each trace: this noise is normally distributed with mean equieatal a given variance,
and mimics the typical noise generated by the measurement instruments. Inlpartacsimulate
different noise conditions, we generated several sets of tracesneththy adding noise with a



different variance to the same base traces generated at SPICE levdinalle performed CPA
calculating the correlation between the Hamming weight of the Sbox output apdwer traces,
increasing at each run the number of considered plaintexts.
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Figure 3. Attack on the AES Shox.

Our results based on these experiments show that the presence afratetgction circuit clearly
helps the attacker. These results confirm the recent observation|ahf2@dded parity bits have a
negative impact on the Power Analysis resistance, and extend the saeneabios to more complex
error detection schemes that have not been analyzed in the past. Fumtbgewe were able to
observe that there is a strong relation between the success of a palsisiattack and the number
of redundancy bit used for error detection. As can be seen fronré&iguin the case of the Sbox
without error detection circuits, the correct key starts to be clearly disshgble after 160 traces.
The required number of traces is smaller when there is a parity bit (seeeMguhere the correct
key is distinguishable after 130 traces) or residue modulo 3 check bitd-{gaee 5 where the
correct key starts to be distinguishable after 100 traces). This indicaeththmore check bits the
code has, the quicker the CPA attack gets the secret key. We want to singotiat the noise added
to the traces is normally distributed, thus while considering how the errortiieamde helps the
attacker we are not interested in checking whether we can guesstboalkthe keys starting from
a specific number of traces, but we are more interested in checking tltedfehe time instant
when the correct key becomes visible.

Additionally, to completely evaluate the impact of known presence of errt@ctlen on the
success attack rate, we mounted a CPA including in the attack hypothesesitiedge about the
error detection circuit as well as without including it. Figures 5 and 6 shtacks on a Sbox that
implements a residue code modulo 3, with the first figure showing the resuttssfaase in which
the presence of the detection code was known to the attacker, while theldepare presents the
case when the attacker is unaware of the presence of error detectioinsciAs can be seen from
these figures, in both cases the correct key starts to be distinguishablafser 100 traces and in
any case it is distinguishable using fewer traces than in Figure 3, whesesaieeno error detection
circuits. Being aware of the presence of the residue code provides|abemafit to the attacker,
but there is not statistically relevant evidence that the knowledge reggattténpresence of a code
to protect the SBOX, makes the attack significantly easier. This means, invwtinés that the
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Figure 4. Attack on AES Sbox with parity based error detection.

presence of the redundancy helps the attacker even if he is not afiair@ bis is due to the fact
that the redundancy bits, even if not explicitly included in the hypothessy@rrandom (and thus
comparable to noise), but they depend on the bits targeted by the attack.
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Figure 5. Attack on AES Sbox with residue code modulo 3 based error detection.

5. Conclusions

In this paper, we have evaluated the effect that different error tietecircuits may have on the
resistance to power analysis attacks. We focused in particular on the pantiansformation of the
AES. We discussed how the attacker’s knowledge of the presenceoofdetection circuits could
affect the effectiveness of side channel attacks based on powsummption. Our results show that
in a noisy situation, the check bits could help the attacker in any case, everifdbence of error
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Figure 6. Attack on AES Sbox with residue code modulo 3 based error detection —
the presence of the detection circuit is unknown to the attacker.

detection is unknown to the attacker. Furthermore, we showed that the itiighenmber of check
bits is, the easier the attack is.
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