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Abstract

Side-channel attacks are nowadays a serious concern when implementing cryptographic algo-
rithms. Powerful ways for gaining information about the secret key as wellas various counter-
measures against such attacks have been recently developed. Although it is well known that such
attacks can exploit information leaked from different sources, most priorworks have only addressed
the problem of protecting a cryptographic device against a single type of attack. Consequently, there
is very little knowledge on how a scheme for protecting a device against one type of side-channel
attack may affect its vulnerability to other types of side-channel attacks. Inthis paper we focus
on devices that include protection against fault injection attacks (using different error detection
schemes) and explore whether the presence of such fault detection circuits affects the resistance
against attacks based on power analysis. Using the AES S-Box as an example, we performed at-
tacks on the unprotected implementation as well as modified implementations with parity check
circuits or residue check circuits (mod3 and mod7). In particular, we focus on the question whether
the knowledge of the presence of error detection circuitry in the cryptographic device can help an
attacker who attempts to mount a power attack on the device. Our results show that the presence of
error detection circuitry helps the attacker even if he is unaware of this circuitry, and that the benefit
to the attacker increases with the number of check bits used for the purposeof error detection.

1. Introduction

Security plays a fundamental role in today’s world: the rapid growth of embedded devices ex-
ecuting security-sensitive applications, and the global interest in doing on-line business pose new
concerns for system designers. Unfortunately, as has become evident in recent years, the use of
strong cryptographic algorithms can not guarantee a sufficient level ofprivacy and security. In fact,
increasingly simpler and cheaper attacks on cryptographic algorithms are being developed. Unlike
mathematical approaches, the so calledside channel attacks, exploit the weaknesses of the hard-
ware and/or software platform on which the algorithm is implemented in order to acquire sensitive
information, rather than attempting a direct attack on the algorithm. One of the mostsuccessful
examples of such attacks is that of power analysis that exploits the correlation between the power
consumed by a device and the data being processed. The effectiveness of such attacks is very high



because they do not require any particular knowledge about the implementation of the device. Be-
sides power attacks other side-channel attacks have been developed and shown to be very effective,
for example, an attacker can get access to sensitive information by maliciously injecting faults and
analyzing the faulty behavior of the system.

These unconventional forms of attack have been studied in the past and some solutions to coun-
teract them have been proposed [2, 9, 16, 17, 18, 22, 23]. Still, thereis currently no perfect pro-
tection against power attacks. It is however, possible to make the task of theattacker more difficult
and more time consuming by applying several countermeasures at different levels. Similarly, fault
injection attacks can be protected against using, for example, robust error detection schemes.

The focus of most previous work has been on a single type of attack, andas a result, it is not clear
whether and how a countermeasure that defeats one particular attack affects the robustness against
a different attack.

In this paper we concentrate on devices that are protected against faultinjection attacks using
different error detection schemes, and our goal is twofold: investigate whether one of the circuits
is easier to attack than the others, and find out whether knowledge about the presence of an error
detection circuit can be exploited by the attacker. For our study we use the AES algorithm as an
example and we consider hardware implementations of the non linear transformation (Sbox) within
AES. We have added error detection circuits based on parity checks as well as residue checks mod-
ulo 3 and 7, to the original implementation, and we attacked them using theCorrelation Power
Attack [6]. To compare the implementations we analyzed simulated data as well as current con-
sumption traces obtained from SPICE level simulation. The simulations, used withdifferent attack
hypothesis, allowed us to evaluate the impact of the known presence of error detection circuitry on
the effectiveness of such power attacks.

The rest of the paper is organized as follows. Section 2 summarizes previous research efforts in-
volving fault injection and power analysis attacks. Section 3 introduces the cryptographic algorithm
we used as a case study, the AES, and describes our circuits for errordetection. The simulation en-
vironment as well as the results are presented in Section 4. Section 5 concludes the paper.

2. Related work

Since the introduction of side-channel attacks byKocher et al.[12], a large number of publica-
tions have addressed this problem. This is because such attacks – that target the device that executes
the algorithm rather than the mathematical structure of the algorithm – are very powerful and often
reasonably cheap. Since the attacker usually needs physical access tothe device, the security threats
are most severe for secure embedded system designs, in particular, for smart cards. Among the so
calledside-channelsattacks, time, power, electromagnetic emanation and the deliberate injection
of faults are of particular relevance [1, 11, 12].

The problem was addressed by a large number of previous works, where the common approach
for defeating power analysis attacks has been to remove as much as possible the correlation between
the power consumption and the data being processed, by using a combinationof hiding andmask-
ing [15]. The proposed countermeasures act at different levels of the design process, ranging from
algorithmic techniques [9, 23], through architectural approaches [16,17] down to hardware-level
methods [18, 22]. Still, despite the substantial amount of research, a perfect protection against such
attacks is not yet available.

Defeating fault injection attacks [3, 4] is, in comparison, a simpler task since robust and efficient
protection schemes can be developed based on error detection codes which have been traditionally



used in data transmission, especially for dealing with noisy channels. Parity check is an example
of a classical code that was adapted to the needs of cryptographic devices. New solutions tailored
to the specific needs of cryptography have also been developed. In thiscase, the error protection is
mainly based onConcurrent Error Detection (CED)techniques. Typically, every time an error is
detected, the detection circuit stops the normal execution of the algorithm to prevent the generation
of the wrong output. As a result, the attacker is unable to view and analyze thefaulty output.

Clearly, the correctness of the output can be verified by duplication of thecomputation either in
area or in the time domain. However, both of these methods are expensive since they either double
the execution time or the area requirements.

In addition to the above mentioned general approaches, some publications have focused on par-
ticular cryptographic algorithms or on particular classes of algorithms. Wolteret. al. [24] presented
an implementation of the IDEA algorithm in which data are first encrypted and then, as a check, de-
crypted with the result compared to the original plaintext. Public key algorithms are analyzed in [8],
where the authors propose an approach for providing error detectionand correction by means of
redundant arithmetic based on finite rings. Although comprehensive, the proposed implementation
is complex and results in a higher area overhead compared to other methods.

In their work [10], Karri et al. propose a CED that is tailored to substitution-permutation network
ciphers and compares the modified parity of the input with the parity of the output.

A residue-based error detection scheme for RSA was proposed in [5].Though there remains a
small possibility of undetected errors, the area overhead of the proposed scheme is very small.

The CED scheme proposed for AES in [2] uses one parity bit for every internal state byte of the
AES. This scheme, which requires a limited amount of area for its implementation, detects all odd
errors and in many cases even errors as well.

The main limitation of all the previous research efforts is that they target only one specific attack.
Instead, while designing a scheme for protection against a given attack, itis crucial to also take into
account how the implemented countermeasure would affect other possible attacks. This problem
was addressed only in very few previous publications. Maingotet al. [13] have analyzed the impact
of four different differential fault analysis countermeasures on the power analysis resistance. Their
study, that was carried on using gate level simulation, shows that the poweranalysis vulnerability
depends on the particular error detection code used.

In [14], the authors compare different error detection codes in orderto provide hints about the
best code selection for secure chips. The authors show that a complementary parity scheme that
can improve the circuit robustness, induces higher overhead.

Transistor level simulation was performed in [20], where the authors analyze an error detection
code based on parity check and discuss how this protection could affectthe resistance against power
based attacks and the role played by measurement noise. This paper extends the work reported
in [20] by analyzing the impact of other error detection schemes (mod 3 and mod 7 residue checks)
to find out which scheme is less vulnerable to power attacks. Furthermore, inthis paper we study
the benefits that attackers may enjoy if they are aware of the presence of error detection circuits in
the cryptographic device.

3. AES and error detection circuits overview

The AES (Rijndael) [7] algorithm implements a block cipher for symmetric key cryptography.
The block size is128 bits, while the key size is128, 192 or 256 bits. During the encryption
process, four different transformations are iterated a number of times depending on the key size.



The four basic transformations are:ShiftRows, SubBytes(using SBoxes),MixColumns, and finally
AddRoundKey. The added key is different in each round and these round keys are generated by a
key scheduleroutine that takes the secret key and executes an expansion as specified in the standard.
The same basic transformations are used during decryption, but they areapplied in reverse order.

For the AES S-box, we implemented four versions of the non-linear function. The first circuit
implements the non linear transformation as described in the standard, while in allthe other three
we added logic to provide error detection. We considered three types of error detection circuits:
parity basedandresidue code modulo 3andmodulo 7.

The parity check we used is the one proposed in [2]: a single even parity bit is added to every
byte. The number of additional bits required for error detection based onresidue code depends on
the particular modulus used.

Figure 1. Block diagram of the Sbox with an attached generic error detection circuit.

Figure 1 shows an AES S-box with an added error detection circuit. The error detection circuit
checks the correctness of the input and the output of the S-box. When new data enters the S-box,
the check bits are separated from the data bits and an error detection is performed. If no error is
detected, the 8 data bits enter the S-box circuit. The S-box produces then the result of the non-linear
transformation plus the corresponding check bits. At this point the secondcheck is performed, again
as described before. If no error is detected in both checks, the outputof the S-box can be forwarded
to the next round transformation, otherwise, a faulty output composed of all zeros except the right
most bit is generated to signal the error.

Substitution
Table Register

PlainText

SecretKey Point of Attack

Figure 2. Our attack point: the output of the SBox.

4. Results of power attacks using simulated data

In this section we describe the circuits considered in this study and discuss the results we obtained
when mounting attacks on simulated data.

We have analyzed three possible circuits for adding error detection capabilities to the AES S-
Box: parity code, residue code modulo 3 and residue code modulo 7. As previously described,
the goal of this paper is twofold: investigate whether one of the circuits is easier to attack than
the others, and find out whether knowledge about the presence of an error detection circuit can be
exploited by the attacker.



To perform such an evaluation, we consider the situation depicted in Figure2: the input plaintext
has a size of 8 bits, and only one Sbox is used following the secret key addition. In this case,
our attacks target the full output of the non linear transformation. The circuit used for attacking
the implementation with error detection circuits is similar to the one depicted in Figure 2,but the
output of the Sbox has a number of check bits that depends on the specificscheme used: one extra
bit for parity, two extra bits for residue modulo 3 and three extra bits for residue modulo 7.

To evaluate the resistance against power analysis attacks, we performeda Correlation Power
Analysis (CPA) that evaluates all the key guesses using statistical correlation. In particular, the
correct key guess is the one that shows the highest value for the correlation between the power
consumption and the hypothesized Hamming weight.

We divided our attack into two steps. During the first one that is faster but less precise, we
mounted our CPA on simulated data. In the second step we used power consumption traces col-
lected using SPICE level simulation, which are much closer to a real world attack situation. The use
of simulated data has a major advantage: it is available at an early stage of the design flow and thus
is of a particular interest for determining the correct point of attack and for estimating the minimum
number of measurements needed to distinguish the correct key from the others.

During the first step, we obtained simulated data using the approach described in [19] to have
a first estimate of how knowledge about the error detection circuitry could help the attacker. As
previously described, the target of our attack is the output of the non lineartransformation that
in many proposed AES architectures is stored in a register. Thus, we havedeveloped a simulator
that, using a fixed key andN random plaintexts, writes the Hamming weight of the Sbox output
at each encryption cycle. We have performed this step for the normal Sbox as well as for the
Sboxes with added error detection circuits. Then, using the same plaintext of the previous step, we
have calculated the Hamming weight of the 8 least significant bits of the Sbox output. We have
then calculated the correlation between the traces generated during step twoand the ones produced
during step one, increasing the number of considered plaintexts from 1 toN . In this case, the
used attack hypothesis is always of 8 bit, thus this represents the situation in which the attacker is
unaware of the presence of the error detection. Finally, we have calculated the Hamming weight of
the Sbox output including also the check bits generated by the error detection circuit when present,
and as before, we have calculated the correlation between the traces generated during step one and
those produced during this step, increasing at each run the number of considered plaintexts.

The attacks we performed show that in the case of a single Sbox, the correlation for the case
where the presence of the error detection circuit is known, is equal to1, while for the case where
the presence of the error detection is unknown to the attacker the correlation is lower, but the value
never goes below0.95. Based on this we can conclude that being unaware of the presence of the
error detection circuits will not adversely impact the effectiveness of thepower attack. We should
keep in mind that in this case the values for the correlation are high because the simulations have
been carried out in a noise free environment.

To have a more realistic analysis and to be able to compare different error detection circuits,
we developedVHDL codes for all of them and performed SPICE level power simulation using
NANOSIM, as described in the work of Regazzoni et al [21]. The technology library we used is
the UMC 0.18µm and the options of the tool were set to provide the highest possible resolution
both for time and current. As in the previous series of attacks, we randomly generatedN plaintexts
and using them we simulated the circuit keeping the key constant. We then added a white Gaussian
noise to each trace: this noise is normally distributed with mean equal to0 and a given variance,
and mimics the typical noise generated by the measurement instruments. In particular, to simulate
different noise conditions, we generated several sets of traces, obtained by adding noise with a



different variance to the same base traces generated at SPICE level. Wefinally performed CPA
calculating the correlation between the Hamming weight of the Sbox output and thepower traces,
increasing at each run the number of considered plaintexts.
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Figure 3. Attack on the AES Sbox.

Our results based on these experiments show that the presence of an error detection circuit clearly
helps the attacker. These results confirm the recent observation of [20] that added parity bits have a
negative impact on the Power Analysis resistance, and extend the same observation to more complex
error detection schemes that have not been analyzed in the past. Furthermore, we were able to
observe that there is a strong relation between the success of a power analysis attack and the number
of redundancy bit used for error detection. As can be seen from Figure 3, in the case of the Sbox
without error detection circuits, the correct key starts to be clearly distinguishable after 160 traces.
The required number of traces is smaller when there is a parity bit (see Figure 4 where the correct
key is distinguishable after 130 traces) or residue modulo 3 check bits (seeFigure 5 where the
correct key starts to be distinguishable after 100 traces). This indicates that the more check bits the
code has, the quicker the CPA attack gets the secret key. We want to emphasize that the noise added
to the traces is normally distributed, thus while considering how the error detection code helps the
attacker we are not interested in checking whether we can guess correctly all the keys starting from
a specific number of traces, but we are more interested in checking the trend of the time instant
when the correct key becomes visible.

Additionally, to completely evaluate the impact of known presence of error detection on the
success attack rate, we mounted a CPA including in the attack hypotheses the knowledge about the
error detection circuit as well as without including it. Figures 5 and 6 show attacks on a Sbox that
implements a residue code modulo 3, with the first figure showing the results forthe case in which
the presence of the detection code was known to the attacker, while the second figure presents the
case when the attacker is unaware of the presence of error detection circuits. As can be seen from
these figures, in both cases the correct key starts to be distinguishable soon after 100 traces and in
any case it is distinguishable using fewer traces than in Figure 3, where there are no error detection
circuits. Being aware of the presence of the residue code provides a small benefit to the attacker,
but there is not statistically relevant evidence that the knowledge regarding the presence of a code
to protect the SBOX, makes the attack significantly easier. This means, in otherword, that the
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Figure 4. Attack on AES Sbox with parity based error detection.

presence of the redundancy helps the attacker even if he is not aware of it. This is due to the fact
that the redundancy bits, even if not explicitly included in the hypothesis, are not random (and thus
comparable to noise), but they depend on the bits targeted by the attack.
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Figure 5. Attack on AES Sbox with residue code modulo 3 based error detection.

5. Conclusions

In this paper, we have evaluated the effect that different error detection circuits may have on the
resistance to power analysis attacks. We focused in particular on the non linear transformation of the
AES. We discussed how the attacker’s knowledge of the presence of error detection circuits could
affect the effectiveness of side channel attacks based on power consumption. Our results show that
in a noisy situation, the check bits could help the attacker in any case, even if the presence of error
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Figure 6. Attack on AES Sbox with residue code modulo 3 based error detection –
the presence of the detection circuit is unknown to the attacker.

detection is unknown to the attacker. Furthermore, we showed that the higherthe number of check
bits is, the easier the attack is.
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