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1 Abstract

Most of the countermeasures against fault attacks on cryptographic systems that have

been developed so far are based on the addition of information redundancy. While

these countermeasures have been evaluated with respect to their cost (implementa-

tion overhead) and efficiency (fault coverage), little attention has been devoted to the

question of the impact their use has on the effectiveness of other types of side-channel

attacks, in particular power analysis attacks. This chapter presents an experimental

study whose goal is to determine whether the added information redundancy can

increase the vulnerability of a cryptographic circuit to power analysis attacks.

2 Introduction

In this chapter we discuss in a comprehensive way the interaction between coun-

termeasures against fault injection attacks and the vulnerability to power analysis

attacks, using AES as an example. We focus in particular on the non-linear trans-

formation (S-box) within AES since it is the preferred attack point. Specifically, we

concentrate on hardware implementations of AES to which error detection circuits

have been added. Considered are the basic parity check, double parity, residue checks

modulo 3 and 7, complementary parity and a Hamming error correcting code. For

all the considered error detection or correction circuits, we analyze the effects that

the redundant check bits may have on power analysis attacks using different metrics.

These include an information theory based metric, the success rate of power analysis

attacks based on correlation, and the effectiveness of the most common attacks based

on difference of means and Hamming weights.
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The effects that one specific countermeasure can have on the resistance to a

different type of attack was studied in very few previous publications. Maingot et

al. [5, 6] have analyzed the impact of four different error detection and correction

schemes on power analysis resistance. Their study focused on a register storing the

state of the AES encryption, which was enlarged to support the information redun-

dancy necessary for each considered scheme. Using gate level simulations, they

showed how the correlation between the value guessed by the adversary and the

value of the register varies depending on the particular error detection code em-

ployed. They compared four different error detection codes in search for the best

code for secure chips, and based on the correlation, concluded that a complementary

parity scheme can improve the circuit robustness against power-based side channel

attacks as well.

Transistor level simulations were performed by Regazzoni et al. [10,11] to com-

pare different error detection codes including parity codes and residue codes (e.g.,

mod 3 and 7) using a 180nm technology. As was done in [5], the authors focused

on the output register of the S-box transformation in AES, and they have analyzed

the impact that the considered codes may have on the resistance against power-based

attacks and the role played by measurement noise. Furthermore, they discussed the

question whether the knowledge of the particular error detection code used in the

circuit affects the resistance against power-based side channel attacks and whether

the redundancy helps the attacker even if he is unaware of its presence.

3 Considered error detection and correction circuits

Although we focus in this chapter on the Rijndael [3] block cipher (selected to be the

Advanced Encryption Standard [8]), our conclusions are general and applicable to

other block ciphers. We concentrate on the S-box step because the output of this non-

linear transformation is where the difference between the correct key hypothesis and

the wrong ones is highest, and thus it is the preferred attack point for an adversary [7].

Figure 1 depicts the basic configuration used in our experimental power analysis

attacks. This configuration is a commonly used simplified implementation of one

round of the AES cipher.

The plaintext is added (modulo 2) to the secret key and the result of this xor op-

eration is used as input to the S-box. The output of the substitution step is stored into

a register. In order to always have the same initial condition, a reset signal is applied

to the register at the end of each write operation. Although a real implementation

of the full algorithm would be somewhat different from this simplified diagram, our

purpose is only to estimate the impact of error detection circuits (concatenated to

the S-box) on the resistance to power analysis attacks. This approximation (shown

in Figure 1) is accepted as sufficiently accurate for analyzing attacks on the most

vulnerable portion of the cipher and is therefore, adequate for our needs.

Figure 2 shows, as an example, an S-box with a parity bit. In this figure, the added

check bits are used to detect the presence of errors in two different instances: once

at the input and then at the output of the S-box. When new data enters the S-box,
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Fig. 1. Overview of the considered part of the AES Algorithm.

the check bits are separated from the data bits and an error detection is performed.

If no error is detected, the data bits enter the S-box circuit. The S-box then produces

the result of the non-linear transformation plus the corresponding check bits. At this

point the second check is performed, again as described before. If no error is detected

in both checks, the output of the S-box is forwarded to the next round transformation;

otherwise, a faulty output composed of all zeros except the right most bit is generated

to signal the error.
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Fig. 2. Block diagram of the parity error detection scheme applied to an 8-bit S-box.

We have implemented several versions of the non-linear function in the AES S-

box, each with a different error detection or correction code. The following circuits

are considered:

• Reference version. This circuit implements the non-linear transformation as de-

scribed in the standard and is used as the reference version.

• Single parity-based error code. The single byte parity circuit implements the

error detection scheme described by Bertoni et al. [1].

• Double parity-based error codes. This code computes two parities: one for the

bits with even indices and one for the bits with odd indices.

• Residue-based codes. These are the residue codes that use the moduli 3 and 7.

• Error codes based on complementary parity. In this scheme, both the even

and the odd byte parity bits are computed.

• Hamming error correcting code. We consider a (12,4) Hamming code de-

scribed by the following parity matrix:
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H =









1 1 1 0 0 0 1 1 1 0 0 0

1 0 0 1 1 0 1 1 0 1 0 0

0 1 0 1 0 1 1 0 0 0 1 0

0 0 1 0 1 1 0 1 0 0 0 1









4 Experimental Setup

Figure 3 depicts the complete setup we have used for our evaluation procedure, which

is similar to the one presented by Regazzoni et al. in [9]. It is composed of a standard

Electronic Design Automation (EDA) flow and includes a simulation environment

for generating the power consumption traces which are used to provide a measure

of the resistance against power analysis attacks. The input to the process is the Reg-

ister Transfer Level (RTL) description of the S-box and one of the considered error

detection/correction circuits. The output is a text file which stores the noise-free in-

stantaneous current consumption of the circuit simulated at a very high resolution of

both time and current.

In all our circuit implementations, the S-box module has been described using

VHDL at the behavioral level. Because of this, it has been synthesized by the tool as

a combinatorial circuit rather then a memory-based look-up table. It is therefore, not

necessary to protect the address decoder against injected faults since this component

is not present in the synthesized implementation of the substitution function. This

approach does not constitute a limitation since it reflects a typical situation when

designing a cryptographic unit, where the entire unit is specified using a hardware

description language and then synthesized by an EDA tool with no specific imple-

mentation constraints imposed. In such cases, the S-box module is often realized as

a combinatorial logic.

TheVHDL description is synthesized using the ST-Microelectronics 90nmCMOS

standard cell library [13] and Synopsys Design Compiler [14]. If the synthesis tool is

set to minimize the circuit’s area, it is possible that during the optimization phase of

the synthesis process the redundant parts of the circuits (e.g., the circuit generating

the complementary parity bit) will be removed. In order to prevent this from happen-

ing, we first synthesized each component of the circuit separately and then connected

the individual components together forcing the tool to not further optimize the inter-

nal design of the individual components. The number of equivalent two-input NAND

gates of each circuit is reported in Table 1.

The resulting circuit is then placed and routed using Cadence Design Systems

SoC Encounter [2]. A parasitics file (in spef format) is produced, along with the

Verilog netlist of the circuit and an sdf file for back annotation of the delays. The

flow produces the spef and sdf files and the Verilog netlists of the entire design.

Post-place-and-route simulation is then performed usingModelSim,with the pre-

viously generated sdf files to verify the functionality of the circuit and to generate

test vectors for transistor-level simulation that will be used to produce the simu-

lated power traces. Synposys Nanosim is then executed to perform transistor-level

simulation, using the spef file, the relative Verilog netlist, the SPICE models of the
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Fig. 3. The experimental setup.

S-box type Circuit Area (GE)

Reference 568

Parity 698

Complemented Parity 794

Double Parity 838

Residue Modulo 3 872

Residue Modulo 7 1013

Hamming Code 847

Table 1. Post Synthesis area of each error detection/correction circuit in Gate Equivalent (GE)

area units.

technology cells and the transistor models. This simulation generates vector-based

time-varying power profiles which are stored in a text format. This data corresponds

to the simulated traces which are later used for mounting the power analysis attacks

and the security evaluation.
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5 Evaluation of the Effects on Power Analysis Resistance

We analyze in this section the possible impact on power analysis resistance of a fault

detection circuitry added to a device to protect it against fault injection attacks, using

state-of-the-art tools and methodologies.

We present below the results of several experiments focusing on the added struc-

tural redundancy, attacking the previously described configuration (depicted in Fig-

ure 1), where the result of the key addition is passed through the S-box.

In the first and second sets of experiments we explore how the different error

detection/correction codes affect the two most common power analysis schemes,

namely, the Differential Power Analysis (DPA) based on Kocher’s Difference-of-

Means and the DPA based on Pearson’s correlation coefficients which uses the Ham-

ming weight as model. These experiments were carried on using the noise-free traces

generated by the SPICE level simulator.

In the first set of experiments we performed DPA attacks (based on the Kocher’

Difference-of-Means) targeting all the output bits of the S-boxes. These experiments

included attacks on the reference circuit (a straightforward implementation of the

AES standard) and on all the error detection codes described in Section 3. In the

second set of experiments we performed attacks which use as model the Hamming

weight and as distinguisher Pearson’s correlation coefficients, and we considered

both situations where the adversary is aware or is unaware of the presence of the

particular error detection code used.

The purpose of the third set of experiments has been to get a fair and objective

comparison between the different error detection and correction circuits. To this end,

we used a metric based on information theory to provide an attack-independent eval-

uation of each error detection/correction circuit. Based on this, we report how the

number of information bits that are available to the attacker changes as a function of

the measurement noise.

Finally, in the fourth set of experiments we analyze for each of the error detec-

tion/correction circuits, how the success rate of an adversary (exploiting the corre-

lation coefficients and the Hamming weight) varies as a function of the model used

during the attack. These experiments show whether the additional information avail-

able to the attacker can be beneficial even if the attacker is unaware of the presence

of the specific error detection/correction code.

5.1 Evaluating the effects of the added check bits on Kocher’s

Difference-of-Means DPA

The goal of these experiments is twofold: determine whether the redundancy added

to a cryptographic circuit affects the effectiveness of the classical Kocher’s DPA, and

find out whether the redundancy bits themselves are susceptible to this attack as are

the data bits. We also want to explore whether the choice of a particular error de-

tection code influences the results. We thus performed Kocher’s DPA attack against

various implementations of the AES S-box, with or without error detection.
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For the reference circuit, we mounted Kocher’s DPA attacks targeting, one by

one, all the output bits of the S-box. In the attacks on implementations that include

a fault detection circuit, we distinguished between two cases: in the first case we

targeted only the 8 output bits of the S-box, mimicking the situation in which the

attacker is unaware of the presence of the error detection circuit. In the second case,

we included in our hypothesis the redundancy bits, assuming that the attacker knows

about the specific error detection check bits that have been added to the S-box. All

these attacks were performed directly on the noise-free power traces produced by the

SPICE level simulator described in Section 4

Figures 4 and 5 show the results of a Kocher’s DPA attack on one output bit of

the AES S-box in the reference circuit and on the same bit of the S-box with an

added error detection circuit based on complementary parity bits, respectively. The

differential trace corresponding to the correct key is plotted in black, while all the

others are in gray. As can be seen, during the computation of the output that corre-

sponds to the initial part of the graph (approximately up to 1000 ps), the presence of

the parity bits seems to make the attack more difficult. However, when the result is

stored into the register (at about 1750 ps) the peak is, in both cases, of approximately

the same height (2.5 ·10−4). The above situation repeats itself for all the other codes.

Since the adversary typically targets the point that yields the highest probability to

succeed with the DPA attack, and since this point is usually the time when the com-

puted value is stored into the register, we can conclude that the presence of an error

detection circuit does not substantially affect Kocher’s DPA.
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Fig. 4. Kocher’s DPA attack on the reference implementation of the AES S-box.

The situation is slightly different when the adversary attacks one of the redundant

check bits. When the target bit (used as selection function) generates two sets that

contain approximately the same number of elements (as in the case of the parity bit,

the complementary parity, the Hamming code and the dual parity), the value of the

peak for the attacks on a check bit has approximately the same height as that for an

attack on an information bit. This shows that an attack on the parity bit is just as

efficient as an attack on any other bit. In contrast, when the selection bit does not
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Fig. 5. Kocher’s DPA attack on the implementation of the AES S-box with added complemen-

tary parity.

split the set evenly (as in the case of residue modulo 3 or 7), the strength of Kocher’s

DPA attack is significantly reduced and it may even fail sometimes.

In summary, the experiments described above show that Kocher’s DPA attacks

based on the difference of means and performed on noise-free traces are not sub-

stantially affected by the presence of an error detection circuit. Additionally, very

often the check bits can also be exploited by the attacker. Consequently, as a general

rule, when adding countermeasures against power analysis to an implementation that

includes an error detection circuit, the check bits should be protected as well.

5.2 Evaluating the effects of check bits on Pearson’s correlation-based DPA

The second set of experiments focused on Pearson’s correlation coefficients DPA that

uses Hamming weight with the goal of finding out whether one of the circuits is eas-

ier to attack than the others. Another objective is exploring whether the knowledge

about the presence of an error detection circuit can be exploited by the attacker. We

performed a series of correlation-basedDPA attacks against all the considered imple-

mentations of the AES S-box. It is important to notice that since we reset the circuit

after each computation, the Hamming weight and the Hamming distance models

would yield exactly the same results.

In the case of AES, the attacker usually hypothesizes all the 8 output bits of the

S-box. However, when the S-box is extended to provide error detection or correction,

the number of output bits is higher than 8. Since the correlation value changes de-

pending on the number of bits included in the hypothesis, it is worthwhile to explore

the effects of the added check bits in two cases: when the adversary hypothesizes

only the 8 output bits of the AES S-box (i.e., the attacker is unaware of the presence

of an error detection circuit) and when the adversary hypothesizes all the output bits

including the check bits (i.e., the attacker is aware of the particular error detection

code used).

As in the previous series of experiments, we performed our evaluation on the

noise-free traces produced by the SPICE level simulator and we considered the cir-
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cuit depicted in Figure 1. Furthermore, as in the case of Kocher’s DPA, since the

traces obtained by simulation are noise-free and the size of the S-box is 8 bits, we

can fully characterize the device by simulating all the 256 input plaintexts for each

of the 256 possible keys.

The first series of attacks was performed including in the attack hypothesis all

the bits of the target register. This corresponds to the situation where the adversary is

aware of the particular error code used. Then, we included in the attack hypothesis

only the 8 output bits of the S-box, i.e., we assumed that the adversary is unaware of

the presence of an error detection circuit.
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Fig. 6. Pearson’s correlation coefficients DPA attack on the reference implementation of the

AES S-box.
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Fig. 7. Pearson’s correlation coefficients DPA attack on the AES S-box with added double

parity with the attacker being unaware of the error detection circuit.

Figures 6 and 7 show the results of a Pearson’s correlation coefficients DPA

attack on the output of the AES S-box in the reference circuit and on the output of

the S-box with an added error detection circuit based on double parity, respectively,

when the presence of the error detection code is unknown to the attacker. The figures

show the time period during which the outputs of the S-box and, when present, the

check bits, are computed (approximately up to 2500 ps), and the time interval in
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which the results and the check bits are stored into the register (approximately from

2500 ps to 3000 ps).

As can be seen, this is the best situation for the attacker and this is confirmed by

the high value of the correlation coefficients for the time intervals which correspond

to the register write operations. In fact, in the attack mounted when the presence of

the error correction code was known to the attacker, all the circuits showed a corre-

lation value approximately equal to 1. Additionally, when the presence of the error

detection code was unknown to the attacker, for all the considered circuits the cor-

relation coefficients were slightly decreased, but still very high (never below 0.81),

thus sufficient to easily extract the secret key.

We can also see that during the computation, from the beginning of the trace

to approximately 2500 ps, the difference between the correlation coefficients of the

wrong key guesses and those of the correct key guess decreases, mainly because of

the reduction in the correlation coefficient of the correct key guess. However, this

does not represent a significant problem for the adversary since the easiest attack

point is still the register store operation, and there the correlation, as shown before,

is not significantly affected by the presence of the error detection/correction circuit.

These results show that when the adversary has noise-free traces or, alternatively,

a sufficient number of traces to completely filter out the noise, the correlation-based

DPA which uses the Hamming weight model is always successful, independently of

the particular error detection/correction code used and of the attacker’s knowledge

about the specific circuit implemented.

5.3 Evaluating the effects of the check bits using information theory

As previously shown, when the power consumption traces are noise-free or include

very little noise, the presence of any one of the considered error detection/correction

circuits does not significantly impact the resistance against the two most common

power analysis attacks.

In order to obtain a more fair comparison among the different error detec-

tion/correction schemes and to quantify the effect that the redundancy may have on

the resistance to power analysis attack, it is necessary to analyze the behavior of each

circuit in the presence of noise, independently of the particular attack hypothesis and

scenario.

To this end, we use the metric based on information theory proposed by Standaert

et al. [12], which was developed to allow the evaluation of side-channel information

leakage.

Intuitively, this information theoretic metric measures the resistance against the

strongest possible type of side-channel attack and allows an evaluation that is inde-

pendent of a particular attack scenario. Practically, the metric measures how much

uncertainty about the secret key remains after the attacker took advantage of the

given information leakage.

More formally, let K be a random variable representing the key that the adversary

wants to recover in the side-channel attack. Let X be a random variable represent-

ing the known plaintext entering the target operations (in our case the S-box with
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or without an error detection/correction circuit) and let L be a random variable rep-

resenting the power consumption traces generated by a computation with input X

and key K. L is obtained by adding a certain amount of normally distributed random

noise R to the power trace T produced by a SPICE level simulation, i.e., L = T +R.

The conditional entropy H between the key K and its corresponding leakage L is

defined as follows:

H[K|L] = −∑
k

Pr[k] ·∑
x

Pr[x]

∫

Pr[l|k,x] · log2Pr[k|l,x] dl

where Pr[k] is the probability of the key k, Pr[x] is the probability of the plaintext

x, Pr[l|k,x] is the probability of the leakage l given the key-plaintext pair (k,x),
and Pr[k|l,x] is the probability of the key k given the leakage-plaintext pair (l,x).
The probability density function of L is assumed to be approximated by the normal

distribution N (µk,x,σ
2), where µk,x is the noise-free leakage measured during the

computation of the (k,x) pair and σ is the standard deviation of the noise. As a result,

the conditional entropy of K given L, can be rewritten as:

H[K|L] = −∑
k

Pr[k] ·∑
x

Pr[x] ·
∫ ∞

−∞
Nl(µk,x,σ

2) · log2
Nl(µk,x,σ

2)

∑k∗ Nl(µk∗,x,σ2)
dl.

There are different factors that influence this conditional entropy. The first one is

obviously the simulated power trace. The second one is the standard deviation of the

noise in the leakage. The size of the power traces is also important: simulated traces

are typically composed of several thousands of samples. Hence, directly applying

multivariate statistics on these large dimensionality variables is hardly tractable.

In order to reduce the dimensionality of the power traces, some compression

techniques such as the Principal Component Analysis (PCA) [4] and integration over

the full trace, were proposed in the past. For the experiment carried out in this work,

we used the latter, namely we first integrated the noise-free trace to reduce its di-

mensionality and then we evaluated the entropy. Therefore, the mutual information

is extracted from a trace that was first compressed to one single sample.

Given the conditional entropy one can calculate the so called mutual informa-

tion [12] (which intuitively quantifies what the adversary knows about the secret key

K assuming that he has the knowledge of the leakage L) as follows:

I[K,L] = H[K]−H[K|L]

where H[K] is the entropy. Since all key values are equi-probable, H[K] is equal to n
which is the number of bits of the key K.

Figure 8 depicts the value of the mutual information for each considered error

detection/correction circuit as a function of the standard deviation of the noise. Intu-

itively, the higher the number of bits available to the attacker, the lower the resistance

against the power analysis. In the left part of the graph, where the noise level is under

a certain threshold, all the circuits have an information leakage that is as high as 8.

This means that the attack is not affected by the presence of the particular circuit
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Fig. 8. Mutual information as a function of the noise’s standard deviation for each of the

considered error detection/correction codes.

used, since it will be successful in any case. This confirms the results presented in

Sections 5.1 and 5.2, which have shown that when the noise is completely absent, the

effectiveness of both Kocher’s and Pearson’s DPAs was not affected by the presence

of error detection/correction circuits. Figure 8 also depicts the dual situation, which

corresponds to the case when the noise level is higher than a certain threshold: here

too, the attack is not affected by the particular circuit used. However, in this case

the mutual information is always 0, and the adversary will not be able to retrieve the

secret key in any case.

When the standard deviation of the noise is in the middle interval, it is possible to

quantify the different effect that each of the error detection circuits may have on the

strongest possible power analysis attack. The Reference S-box (the one without any

error detection code), is characterized by the smallest number of bits leaked, followed

by the parity scheme. The two worst circuits are the ones implementing the residue

codes modulo 3 or 7. The graph thus confirms the intuition that, except for the case

of the Hamming error correction code, there is a direct relation between the number

of check bits and the amount of information leakage. It is important to emphasize
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that the ranking obtained using the information theory metric shows the number of

bits available to the strongest possible attacker: it is possible that in a specific attack

scenario in which the adversary is not able to exploit all the information present in the

power trace, the ranking of the circuits will be different. Still, this metric is the most

objective one since it does not depend on the specific attack hypothesis. In the next

section we show how the information stored in the power traces may be exploited by

an attacker who uses the correlation-based DPA and the Hamming weight model.

5.4 Evaluating the effect of check bits on the Success rate

The goal of the last set of experiments was to evaluate how the success rate of an

attacker who uses the correlation-based DPA varies for each different circuit as a

function of the power model used. We also discuss in this section whether one of the

considered circuits is easier to attack than the others, when the same attack is used.

Intuitively, the better the power model is, the easier it is for an adversary to

recover a key. One important result which can be obtained from these experi-

ments is whether the additional information leakage generated by the error detec-

tion/correction circuit can be exploited by the attacker even if he/she is unaware of

its existence.

To this end, we performed a set of correlation-based DPA attacks against all

the considered implementations of the AES S-box, using different attack hypotheses

and increasing at each run the number of traces. The attacks were performed using

all the 256 possible keys and randomly selecting the input plaintext. For the first

set of experiments, the correlation between the Hamming weight of the 8-bit S-box

output and the power traces was calculated for all the considered circuits. The un-

derlying assumption was that the adversary is unaware of the presence of the error

detection/correction circuit and can therefore construct only an approximated power

model. In the second set of experiments we computed the correlation between the

power traces and the Hamming weight of the full output of the S-box (including the

check bits), thus assuming that the attacker is aware of the particular redundancy

added to the S-box circuit.

Using the results of all the attacks that were mounted, we can compute the first

order success rate [12], defined below. Given an adversary who attacks a secret key

K and generates n key guesses g = [g1,g2, . . . ,gn] that are sorted according to the

attack result (correlation-based DPA in our case), we define a function f that returns

1 if the correct key is g1 and 0 otherwise. The first order success rate of the attack

against the secret key K is defined as:

SuccKattack = Pr[ f = 1]

We concentrate on one of the intermediate situations discussed in Section 5.3,

where the noise is present but is not sufficiently high to completely overshadow the

signal and cause the attack to fail. To simulate the noise conditions, we added white

noise to the traces generated by the transistor level simulator.

Figures 9 and 10 show the success rate of the correlation-basedDPA as a function

of the number of traces for a fixed value of the noise standard deviation (equal to
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Fig. 9. Success rate of the correlation-based DPA attack vs the number of traces using attack

hypothesis of the full size of the output register (the adversary is aware of the error detec-

tion/correction code used).

5 ∗ 10−4) using two different attack hypotheses. Figure 9 shows the success rate of

the correlation-based DPA when the attacker is aware of the presence of the code,

thus targeting all the bits of the output register. Figure 10 shows the success rate of

the DPA when the attack hypothesis is based on the Hamming weight of only the 8

output bits of the S-box, i.e., the attacker is unaware of the code used. In both figures,

the faster the curve approached 1, the easier it is for the attacker to recover the secret

key.

As can be seen from Figure 9, the error detection/correction circuit that yields

the worst resistance against the correlation-based DPA attacks is the one that uses

the Hamming correcting code. The only code that seems to be slightly more resistant

than the reference S-Box is the one based on complementary parity.We can therefore

state that when the adversary mounting a correlation-based DPA attack is aware of

the particular error correction code used, the added redundancy significantly helps

the adversary. Note that the ranking of the circuits in Figure 9 is in agreement with

that reported in Section 5.3. The information theory metric was computed using all
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Fig. 10. Success rate of the correlation-based DPA attack vs the number of traces using attack

hypothesis of 8 bits only (the adversary is unaware of the error detection/correction code used).

the points of the trace and assumes a strong adversary, thus it incorporates also in-

formation which can not be exploited by the attack considered in this case.

In contrast, as shown in Figure 10, when the presence of the particular error

detection/correction circuit is not known, the success rate of the reference S-box

is higher than all the others. This however, does not mean that the presence of the

check bits can never help the attacker when he is unaware of them. The implemen-

tations that include check bits still generate a large amount of information leakage

as indicated by the information theory metric (and shown in Section 5.3), and it is

possible that different technological libraries or more sophisticated attacks can show

a significant improvement even when the presence of the code is unknown.

6 Conclusions

We have presented in this chapter an evaluation of the effect that an error detection

circuit may have on the resistance to power analysis attacks on hardware imple-
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mentations of cryptographic S-boxes. The evaluation was carried out using the ST-

Microelectronics 90nm CMOS technology library and specific synthesis and place

and route options to prevent the tool from removing the redundancy that is present

due to the added error checking circuitry.

Our results show that the presence of the error detection/correction circuit in-

creases the amount of information available to the attacker. We also show that, de-

pending on the particular attack hypothesis, the adversary may take advantage of this

additional information.

It is important however to mention that our conclusions regarding the impact

of the different error detection and correction codes on the vulnerability to power

analysis attacks may be different for other design environments. As is the typical

case with hardware designs, even the same high-level description of a module may

lead to a quite different VLSI circuit if the design options and technology library are

changed.

Nevertheless, when incorporating fault detection or correction circuits into hard-

ware implementations of cryptographic algorithms, it is of crucial importance to be

aware of the possible effects that the added redundancy may have on the robustness

against power analysis attacks.

The experiments presented in this chapter provide an example of how to perform

an evaluation of the vulnerability of the designed circuit to power analysis attacks,

prior to manufacturing.
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