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Abstract 
Fiber optic interconnects baaed on wavelength di- 

vision multiplezing (WDM) are a promising candi- 
date for future interconnection networks due to  their 
high bandwidth, low wire density and their low power 
requirements. As the cost of optical communication 
hardware for WDM star baaed interconnects may be 
large, we introduce reduced cost structures. The per- 
formance of the optical implementations of the reduced 
cost structures is compared to  the electronic imple- 
mentations for the hypercube topology. The perfor- 
mance is compared in terma of the communication 
overhead in implementing two commonly used algo- 
r i t h m  on these structures. Our results indicate that in 
most situations, the optically implemented reduced cost 
variations perform better than the electronic ample- 
mentatwns. Moreover, the hardware cost-performance 
trade-ofls show that among the optically implemented 
schemes, the performance degmdation of the reduced 
cost variations is not significant in view of the hard- 
ware savings involved. 

1 Introduction 
Future high performance computers will consist of 

hundreds and thousands of processors operating in 
parallel. It is imperative that such systems have effi- 
cient interconnection networks, so as to minimise the 
communication overheads. As individual processor 
data rates and complexities grow, electrical intercon- 
nects will not be able to support the speeds required 
by large multiprocessor systems. Further, packaging 
constraints and high wire densities at the backplane 
levels may lead to a data communication bottleneck 
in massively parallel systems. Optical interconnec- 
tions have the potential to alleviate the problems of 
interconnect density while providing a very fast net- 
work for data communications [5]. Investigations into 
the possible incorporation of optical interconnections 
in multiprocessors have recently been reported [4] [6]. 
For example, in a joint Honeywell/Thinking Machines 
Corp. project, optical fibers are replacing thousands 
of wires to connect parallel computers [7]. 

In this paper, we investigate the feasibility of wave- 

length division multiplexing star based interconnects 
for large multiprocessor systems. Wavelength divi- 
sion multiplexing (WDM) is one of the prevalent tech- 
niques used to exploit the large bandwidth of optical 
fibers [4][9]. WDM star based networks have been 
extensively investigated in the context of local area 
networks and switching fabrics [9]. Wavelength en- 
coded signals from the transmitting nodes are mul- 
tiplexed onto the fiber using a passive star coupler. 
Demultiplexing is performed a t  the receivers by re- 
covering the desired input port signal from the com- 
mon medium. The wavelength dimension provides the 
flexibility of designing any logical connectivity among 
the system nodes, independent of the physical topol- 
ogy (the WDM star). The logical connectivity is ob- 
tained by the assignment of wavelengths to the sys- 
tem’s transmitters and receivers. Figure 1 illustrates 
the logical topology of a nine node 2-D torus realbed 
by a WDM passive star coupler. 

The main advantage of the WDM star based sys- 
tems is the reduction in packaging problems due to the 
drastic decrease in the wire density. This reduction 
is obtained by multiplexing numerous channels onto a 
small diameter fiber. Further, low power requirements 
of WDM star based interconnects make this scheme 
very attractive. However, the main disadvantage of 
this scheme is the high cost of the optical communi- 
cation hardware. In this paper, we propose a number 
of reduced cost topologies that would significantly de- 
crease the total hardware cost. As many existing mas- 
sively parallel systems have been implemented as hy- 
percubes, we introduce three reduced cost variations 
of the hypercube topology. We study the performance 
of two commonly used algorithms by considering their 
communication requirements, the structure of the un- 
derlying hypercube topologies (electronically or opti- 
cally implemented), the relative sise of the problem 
to the available network sise and the properties of the 
physical links in the network. Among the optically 

278 
0-8186-2772-7/92 $3.00 Q 1992IEJiE 



Transmitters Receivers 

@ 4 fixed transmitters 4 fixed receivers 
(b) 

Figure 1: (a) A nine node 
transmitter of processor i and to a receiver of processor j. 

.D torus; (b) WDM star embedding of the torus. &j is the wavelength assigned to a 

+plemented schemes, the hardware cost-performance 
trade-offs are studied. 

Our investigation indicates that in most situations, 
the optically implemented reduced cost variations 
perform better than the electronically implemented 
topologies. Moreover, the hardware cost-performance 
trade-offs show that among the optically implemented 
schemes, the performance degradation of the reduced 
cost variations is not significant in view of the hard- 
ware savings involved. In Section 2, we introduce some 
reduced cost topologies for hypercubes. The perfor- 
mance of two hypercube based algorithms on these 
topologies is presented in Section 3. This is followed 
by a discussion on the obtained results and the cost- 
performance trade-offs for these systems. 

2 Reduced Cost Variations of the Hy- 
percube Topology 

In this section, we study the variations of the hy- 
percube topology and their properties. These vari- 
ations are referred to as minimal, extended minimal 

and asymmetric incomplete hypercubes. 
Fully Connected Hypercube 

A fully connected hypercube consists of N nodes 
interconnected according to the hypercube topology. 
The degree of each node is denoted as n, where N = 
2". An n dimensional hypercube has links along n 
levels. A link is said to be a t  level i if it connects 
two nodes whose binary addresses differ by 2i-1. In 
a fully connected hypercube, the links at all the n 
levels are bidirectional. Let wf,,ll denote the number of 
wavelengths required to implement this system. Then, 
wj,,ll = n 2". The diameter of the network is n and 
the average distance of the fully connected binary ~b 

cube, denoted by q,,lt(n), is qrll(n) = -. 
Minimally Connected Hypercube 

A minimally connected hypercube is defined as a 
structure that can be implemented using minimum 
number of wavelengths with the constraints that the 
geometrical shape of the structure is preserved and 
that each node in the resulting network has the same 
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degree. These two constraints dictate that each edge 
of the hypercube has a t  least one unidirectional link. 
As a result 

n - 2" 
2 

5 w(n) 5 n .  2" 

where w(n)  is the total number of wavelengths re- 
quired to implement this structure. Considering the 
above two constraints, w(n) can assume L i J  + 1 pos- 
sible values. We define the minimal structure for a 
given n, as the regular structure built with the min- 
imum number of wavelengths, denoted by w,in(n), 
and given by: w,in(n) = LFJ 2". The minimal 
structure for n = 3  is depicted in Figure 2. 

have proved that the CW-n minimal structure con- 
structed using the above procedure has the minimum 
average distance. Also note that the above procedure 
can be applied to odd degree networks with the modifi- 
cation that all links in one dimension are implemented 
as bidirectional links. The minimal network can be ob- 
tained by applying the above recursive procedure to 
the remaining even degree network. 

a Node 

Figure 2: Minimal structure for an 8 node hypercube. 

We illustrate the construction of an n-dimensional 
minimal hypercube using a recursive procedure. As- 
suming even n, an n dimensional minimal hypercube is 
obtained by interconnecting four (n - 2) minimal sub- 
cubes. The subcubes are interconnected in a clockwise 
or counter clockwise manner. We denote by CW-r 
and CCW-r, the clockwise and counterclockwise di- 
rections, respectively, for an r dimensional minimal 
hypercube. A CW-r structure is obtained when the 
first and the third (r - 2)-subcubes are CW-(r - 2) 
structures, the second and fourth are CCW-(r - 2) 
structures, and the four (r - 2)-subcubes are inter- 
connected using clockwise directed links. This is illus- 
trated in Figure 3a for a CW-4 structure. Links drawn 
by hollow arrows indicate the CW and CCW intercon- 
nections for the two dimensional subcubes. Note that 
the bold arrows represent the clockwise interconnec- 
tions between corresponding nodes in the four sub- 
cubes to give the CW-4 minimal structure. To obtain 
a CCW-r structure, the first and third (r-2)-cubes are 
CCW-(r - 2) structures, the second and fourth cubes 
are CW structures, and the four (r - 2)-subcubes are 
interconnected with counterclockwise links. This is il- 
lustrated in Figure 3b for a CCW-4 structure. We 

Figure 3: Construction of the minimal structure: 
(a) CW-4;(b) CCW-4. 

Applying this recursive definition of the minimal 
scheme, we obtain the following closed form expression 
for the average distance with even n: 

n2"-l 2 2 + - = 7fUu(n) + - 3 (2.1) Tmin(n) = - 2"-1 3 

Notice that while using harf the number of links, the 
average distance is increased only by 6 over the fully 
connected one. For example, for a 10 dimensional hy- 
percube the average distance increases from 5.005 to 
5.672 in its minimal implementation. 

The minimal structure uses fewer wavelengths than 
a completely connected structure. A lower number 
of wavelengths reflects lower hardware costs, thereby 
making it an attractive scheme for optically intercon- 
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Figure 4: A 16 node Asymmetric Incomplete Hypercube (2,4) configured as four fully connected two 
dimensional subcubes. 

nected multiprocessors. The performance penalty in- 
curred due to the lower hardware costs can be seen as 
the increase in the average distance. 
Extended Minimal Hypercube 

An extended minimal hypercube of order (1,n) is 
a minimal hypercube of order n in which 1 of the 
n levels have bidirectional links. The total number 
of wavelengths needed to implement this structure is 
Wemin(1,n) = 2" * ( 4 2  + 1/2). The levels to be bidi- 
rected may be selected depending on the application 
to be run on the structure. As we wil l  see in Section 
3, judicious selection of levels to be bidirected, con- 
siderably increases the performance over the minimal 
structure at a small increase in hardware cost. 
Asymmetric Incomplete Hypercube 

The asymmetric incomplete hypercube attempts to 
exploit the locality of references frequently found in 
many applications. An asymmetric incomplete hyper- 
cube of order (Z,n), consists of 2"-' subcubes, where 
each subcube is a fully connected hypercube of order 
1. Thus, every node has at least I bidirectional links. 
These links are referred to as internal links as they are 
used for communication within a subcube. Commu- 
nication between any two processors in distinct sub- 
cubes requires (n - 1 )  unidirectional or bidirectional 
links per processor in the fully connected, minimal and 

extended minimal hypercubes. In this scheme, we pro- 
vide (n - I )  bidirectional links per subcube for external 
interconnections. The total number of wavelengths to 
implement this structure is 

n) = 2" 2 + 2"-' - (n - 2) 

Every subcube has a designated processor that trans- 
mits and receives messages along the external links at 
a particular level. Note that the structure is not a 
regular one, as the degree of a node varies between I 
and 2 +  1. 

Figure 4 shows one possible implementation of an 
asymmetric incomplete hypercube of order (2,4). In 
this implementation, links at levels 1 and 3 are inter- 
nal, and links at levels 2 and 4 are external. As seen 
in Figure 4, processor 8 transmits (receives) messages 
at level 2 originating from (destined to) any processor 
in subcube 3. Communication at level 4 for proces- 
sors in subcube 3 takes place through processor 12. 
The increase in the number of links traversed for com- 
munication a t  external levels comes at a considerable 
reduction in the hardware cost. 

Figure 5 shows the variation in hardware cost as a 
function of the hypercube dimension, for the fully con- 
nected, minimally connected, extended minimal and 
asymmetric incomplete hypercube schemes. Four lev- 
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els were bidirected in the examined extended mini- 
mal and asymmetric incomplete hypercube schemes. 
As seen in this figure, a fully connected nine dimen- 
sional hypercube requires 4608 wavelengths, the min- 
imal structure requires 2560 wavelengths (a 50% re- 
duction) while the asymmetric incomplete (4,9) hy- 
percube requires 2208 wavelengths (a 52% reduction). 
In the current technology, a single passive star can 
handle about a hundred nodes [SI. Multiple stars will 
have to be used for implementing networks with large 
number of nodes. The use of multiple stars for han- 
dling thousands of nodes has been demonstrated in 
switching systems [3]. 

I 1 I I I I  

Asymmetric(4,n) + 

10000 

Number of 
Wavelengt 

5000 . trix multiplication, on the fully connected and reduced 
cost variations of the hypercube. In deriving upres- 
sions for the communication overheads we have con- 
sidered the effect of the communication requirements 
of the algorithm, the communication structure offered 
by the topology, the relative sire of the problem to 
the available network sire and the properties of the 
link implementation. The latencies and speeds of the 
links are expressed as two parameters in the analy- 
sis. The link latency is denoted as a, and the time 
for a message transfer over a link is denoted as p. It 
should be noted that the link latency in optical imple- 
mentations a,, is greater than the link latency a,, of 
the electronically implemented network. On the other 
hand, due to the speed advantage of optical intercon- 
nects, the time for a message transfer in the optical 
implementations Bo, is less than the time for the 
electronic implementations. 
Batcher's Bitonic Merge Sort 

To sort an unsorted sequence of N elements, the 
merge sort procedure is applied recursively. Every two 
element sequence is bitonic. Proceeding from N/2 two 
element sequences, larger bitonic sequences are con- 
structed and sorted using the algorithm presented in 
[2]. The complete sort of an N element sequence takes 
log N.(log N+1)/2 steps where each step involves data 
exchange and a compare operation. When performing 
the sort on a hypercube with N = 2' nodes, level i 
links are used in (k - i+ 1) steps [8]. This implies that 
the lower level links are used more often as compared 
to the higher level hypercube links. 

- 

r I I I I ~ ~~ ~~ ~ 

7 8 9 io 11 
Hypercube Dimension n 

Figure 5: The required number of wavelengths for the 
four implementations. 

3 Algorithm Performance - Hardware 
Cost Trade-offs 

The performance of the reduced cost topologies is 
considered in this section. The algorithm completion 
time on a multiprocessor consists of the data process- 
ing time at each node and the communication time 
between nodes. In this section, estimates for the com- 
munication overhead are derived for implementing two 
commonly used algorithms, the bitonic sort and ma- 

We now consider the more likely case when the 
problem sire N = 2', is greater than the number of 
available processors, p = 2m; m 5 k. Each physical 
processor thus contains a list of 2k-m elements. As the 
lowest level links are the most frequently used, these 
are mapped internal to the processor. Assuming se- 
quential message transfer over the links, the required 
number of message exchanges over external level i 
links is 2k-m - (k - i + 1). If tint denotes the time 
of an internal exchange and compare operation, then 
the time to sort 2'-" elements in a processor equals 
(k - m) - (k - m+ 1)/2. tin:. The algorithm commu- 
nication time for the four schemes was calculated and 
the results are summarised below: 

* P  Nm+l) . a+2k-m.  m(m+ 1) 
2 2 Tjdl = 

( 3 4  
(k - m)(k - m + 1) 

2 * tint + 
. P  m(m+ l) . a + 3.2'-m . m(m + 1) 

2 2 
Tmin = 3 - 
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(k - m)(k - m + 1) + 2 tin: ( 3 4  

In the extended minimal scheme, if the lowest I levels 
of the minimal m cube are made bidirectional, then, 

Ternin = (m(m + 1)/2 + (m - l)(m - 2 + 1)) a 

+2k-m - (m(m + 1)/2 + (m - l)(m - I + 1)) - p 

(3.3) 
(k - m)(k - m+ 1) - tint 2 + 

When implementing the algorithm on an asymmetric 
incomplete hypercube of order (I, m) the communica- 
tion time is bounded by the following expression: 

Toih I (m(m + 1)/2 + Z(m - I)(m - 1 + 1)) a 

+2C-m - (m(m + 1)/2 + Z(m - l)(m - 1 + 1)) - p 

+ 2 tint (3.4) 
(k - m)(k - m + 1) 

Note that the subscripts full, min, emin and oih re- 
fer to fully connected, minimally connected, extended 
minimal and asymmetric incomplete hypercube struc- 
tures, respectively. The first term in each of the above 
expressions is the overhead due to the communication 
setup time. This term includes the optical-electronic 
and the electronic-optical signal conversion times. The 
second term represents the sum of message transmis- 
sion times and the last term is the time for internal 
transfers. 

We compared the communication time for the opti- 
cal implementation of the above four schemes to that 
of an electronic fully connected hypercube. Figure 6 
depicts the variation in the total communication time 
required to  sort lists of length 212 up to z 2 O  on a hy- 
percube with 21° nodes. Here we assumed that for 
optical implementations, the time for message trans- 
fers over external links is a factor of 5 lower than the 
internal communication time. For the curves in Fig- 
ure 6, we have expressed the values of a and p in 
terms of tin:, and assumed that ti,,: equals one time 
unit. It should be noted that the latencies of optically 
implemented topologies is higher than their electronic 
counterparts. The ratio of the latency of the electrical 
to the optical implementation is taken as 0.2 [l]. We 
also assumed that the link speeds of optical networks 
are ten times greater than that of the electronic imple- 
mentations. Even with these conservative estimates, 
the optical implementations perform better than the 
electronic ones for large problem sises. When the sise 
of the list in a single processor is small, the volume 

110000 - ' I I I I I I )  - 
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Asymmetric (4,lO) t 
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Bo = 0.2 * tint 
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70000 

Time I 
50000 
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Figure 6: The communication time in the bitonic sort 
algorithm for five implementations as a function of the 
problem sise on a 2" node hypercube. 

of data transferred between nodes and the number of 
external exchanges is small. The high latency of the 
optical interconnect dominates, and consequently, the 
electronic implementation performs better. For the set 
of a and p parameters used in Figure 6, optical im- 
plementations perform better than the fully electronic 
hypercube implementations when the sise of the list 
per node is larger than 64. 

As an example, it takes 14273 time units to sort a 
list of 217 elements on the ten dimensional cube using 
the electronic fully connected network. It takes 9081 
time units on the optically implemented asymmetric 
incomplete (4,lO) hypercube (36.37% reduction), 6727 
time units on the optical implementation of the min- 
imal scheme (53% reduction), 3966 time units on the 
optical implementation of the extended minimal (4,lO) 
hypercube (72% reduction) and 2261 time units (84% 
reduction) on the fully connected optical hypercube. 
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Matrix Multiplication 
A divide and conquer algorithm is considered for 

the multiplication of two N x N matrices. The al- 
gorithm recursively divides a d x d matrix into four 
submatrices of order d/2 x d/2 until the submatri- 
ces correspond to  a single element. The 2 x 2 matrix 
multiplication algorithm is applied at each step. The 
details of the algorithm are presented in [8]. 

If k = log N, and a hypercube of dimension 2k is 
used to implement the above algorithm, every proces- 
sor contains a single data element of the matrices being 
multiplied. If C = A x B, where A and B are N x N 
matrices, then the recursive division corresponds to 
the bidirectional exchange of the A matrix coefficients 
over the horizontal links (at levels 1 through k) and the 
B matrix coefficients over the vertical links (at levels 
k + l  through 2k). Assuming simultaneous exchange of 
data in the horizontal and vertical directions, the num- 
ber of messages over level i links equals the number of 
messages over level (k + i )  links. This number equals 
2k-i, 1 5 i 5 k. Note that links at the lowest levels in 
the horizontal and vertical directions have the highest 
traffic. After all the data exchanges, the computation 
phase begins. This involves N multiplications and N 
additions in each processor. 

As in the previous algorithm, we consider the com- 
munication time for the general case, when the prob- 
lem sige is larger than the available number of proces- 
sors. We denote the number of available processors by 
p = 2m; m 5 2k. In this case, each physical proces- 
sor contains 22k-m logical nodes. This corresponds to 
(k - 4 2 )  x (k - m/2) submatrices stored in each phys- 
ical node. As before, we assume sequential transfer of 
messages between nodes. The expressions for the to- 
tal communication times of the algorithm for the four 
schemes considered are summarised below: 

Tf,,ll = m.a+ (22k-"/2 -22k-m) *p+(2k-m/2 - l).t;,t 

Tm;, = 4m.a+4.(22k-m/2-22k-m).P+(2k-m/2-l).t;nt 
(3.5) 

(3.6) 
In the extended minimal scheme, a cube of order 

(21, m) was considered. The lowest 2 levels in the hor- 
izontal and vertical directions of the minimal m cube 
were made bidirectional. The communication time is 
then given by the following equation: 

Temin = (4m - 32) a + 4 (22k-m/2-' - 22k-m) * p 

+(22k-m/2 - 22k-m/2-I ).p+(2"-"/2- l).t;,t (3.7) 

When implementing the algorithm on an asymmet- 
ric incomplete hypercube of order (22,m), with the 

3e+12 

Comm. 
Time 

lowest 2 levels in the horizontal and vertical directions 
bidirected, the communication time is bounded by the 
following expression: 

- 

+(22k-m/2 - 22k-m/2-I ) -p+ (2'-"12 - 1) .tint (3.8) 

Figure 7 shows the variation in communication time 
for multiplying two N x N matrices (problem size 
equals N 2 ) ,  on a ten dimensional hypercube. The 

I Minimal -t 
Asymmetric (4,lO) + 

Extended Min (4,lO) -e- 
Fully Connected Optical + 

Bo 
sk = 0.2 
.& = 10 

po = 0.2 tint 
a* 

CY, = 15 * tint 

20 21 22 23 24 
log2 (Problem Sise) - 2 k 

Figure 7: The communication time in the matrix mul- 
tiplication algorithm for five implementations as a 
function of the problem size on a 2'O hypercube. 

total communication time for the optical implementa- 
tions of the fully connected, minimal, extended mini- 
mal and asymmetric incomplete hypercubes are com- 
pared against the electronically fully connected hy- 
percube. The parameters used in the sorting a p  
plication are also used in Figure 7. It is observed 
that the reduced structures outperform the fully elec- 
tronic scheme. As an example, multiplication of two 
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2048 x 2048 matrices (problem sise 2"), on a ten di- 
mensional cube takes 26.6 x 1O'O time units in the elec- 
tronic fully connected network. It takes 10.65 x 1O1O 
time units on the minimally connected hypercube, 
4.03 x lolo time units on the asymmetric incomplete 
(4,lO) hypercube, 2.92 x 10" time units on the ex- 
tended minimal (4,lO) hypercube, and 2.66 x 10" time 
units on the optical fully connected hypercube. These 
numbers represent a reduction of 60% for minimally 
connected, 85% for the asymmetric incomplete hyper- 
cube, 89% for the extended minimal and 90% for the 
optical fully connected hypercube over the electronic 
fully connected hypercube. 

The communication requirements of the two algo- 
rithms were Merent. In the sorting application, every 
compare operation was followed by a data exchange 
operation. This required the repeated use of links a t  
a particular level in many phases of the algorithm. In 
the matrix multiplication case, at every level of re- 
cursion, the number of messages to be transferred in- 
creased. Links at a particular level need to be used 
in one phase of the algorithm. Thus, in the sorting 
application, the link latency was an important factor 
whereas in the matrix multiplication case, the speed 
difference in the electrical and optical implementation 
dominates the results. The effect of the high latency 
for optical networks was seen in the sorting applica- 
tion, as a minimum problem sire was required for the 
optical networks to perform better than the electronic 
ones. We observe that in the two algorithms consid- 
ered in this section, the larger the problem sire (rel- 
ative to the system sise), the larger the performance 
gain when using optical interconnects. This is due 
to the fact that the number of messages transferred 
among the processors increases with the problem sire, 
allowing the exploitation of the higher bandwidth of 
the optical interconnect. The performance of the net- 
work is sensitive to the ratio PolPC. Reducing the 
ratio /30//3c, further enhances the performance of the 
optically implemented hypercubes over the electronic 
hypercube. As can be seen from Figures 5, 6 and 
7, the optical fully connected network has the best 
performance and the highest hardware cost. A sub- 
stantial performance improvement is still achieved for 
the partially connected structures, which considerably 
reduce the hardware cost of the optical system. 

4 Conclusions 
We have demonstrated the performance advantages 

of WDM based optical interconnects in the face of par- 
tial structures dictated by the hardware restrictions 
of the currently available technology. We have shown 

that the performance gains of the reduced cost opti- 
cal implementations are a function of (1) the ratio be- 
tween the sire of the problem and the sire of the multi- 
processor system, (2) the communication requirements 
of the algorithm, (3) the hardware constraints in terms 
of the number of available wavelengths, link latencies 
and link speeds. We have shown that optically imple- 
mented reduced cost structures outperform the elec- 
tronically implemented complete structures in the case 
of the hypercube topology. The analysis of the hard- 
ware cost-performance trade-offs strongly favor the re- 
duced cost optical implementations over the complete 
optical implementations. 
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