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tri
al and Computer EngineeringUniversity of Massa
husetts, Amherst, MA 01003Abstra
t. Studies of the fault-toleran
e of graphs have tended to largely 
on
entrateon 
lassi
al graph 
onne
tivity. This measure is very basi
, and 
onveys very little in-formation for designers to use in sele
ting a suitable topology for the inter
onne
tionnetwork in embedded systems. In this paper, we study the vulnerability of inter
onne
-tion networks to the failure of individual links, using a set of four measures whi
h, takentogether, provide a mu
h fuller 
hara
terization of the network. Moreover, while tradi-tional studies typi
ally limit themselves to un
orrelated link failures, our model dealswith both un
orrelated and 
orrelated failure modes. This is of pra
ti
al signi�
an
e,sin
e quite often, failures in networks are 
orrelated due to physi
al 
onsiderations.1 Introdu
tionThe inter
onne
tion network is an integral part of most embedded systems. It hasoften as 
onsiderable an impa
t on the system's performan
e as the nodes themselves.The 
hoi
e of an appropriate inter
onne
tion network is therefore key to determiningthe performan
e of the embedded system. Performan
e measures for inter
onne
tionnetworks are essential to guide the designer in 
hoosing an appropriate topology. Inlarge systems { espe
ially those whi
h must operate for long durations without anypossibility of repair { the probability is signi�
ant that one or more nodes and/or linksare down at any time and this 
an a�e
t the performan
e of the system 
onsiderably.Studies of the fault-toleran
e of networks have tended to largely 
on
entrate on measuressu
h as 
lassi
al node (link) 
onne
tivity. They measure the extent to whi
h the network
an withstand the failure of individual links and nodes while still remaining fun
tional.Su
h measures are very basi
 and limited in what they 
an express of reliability (see [4℄for a survey of measures of network vulnerability). They are worst-
ase measures and
onvey very little information for designers to use in sele
ting a suitable topology forthe inter
onne
tion network in embedded systems.In this paper we study the vulnerability of an inter
onne
tion network to the failureof individual links, using a set of four measures whi
h, taken together, provide a mu
hfuller 
hara
terization of the network. Moreover, while traditional studies typi
ally limitthemselves to independent link failures, our studies deal with 
orrelated failure modes,as well.We start in Se
tion 2 by de�ning four measures of network vulnerability. We follow thisin Se
tion 3 with some numeri
al results. A brief dis
ussion in Se
tion 4 
on
ludes thepaper.



2 The Performan
e MeasuresThe four performan
e metri
s used to assess network vulnerability 
an be grouped intotwo pairs. The �rst pair assesses the tenden
y of the topology under study to be
omedis
onne
ted due to link failures. The two measures under this 
ategory are:{ 1. The probability that the network be
omes dis
onne
ted, �d.{ 2. The size of the biggest 
onne
ted 
omponent, �max.The probability that the network be
omes dis
onne
ted gives us guidan
e as to the
han
e that all the pro
essors remain usable (assuming the pro
essors themselves donot fail) by being rea
hable from every other pro
essor. If the network does get dis
on-ne
ted, we are interested in what happens to the splinters that are left. In parti
ular, weare 
on
erned with whether the graph breaks up into a large number of small 
ompo-nents, or whether there is one large 
omponent whi
h 
ontains most of the nodes. Thelatter is obviously preferable. All other things being equal, therefore, we would prefera network whi
h would dis
onne
t in su
h a way that the biggest 
omponent left afterdis
onne
tion 
ontains a large fra
tion of the nodes.The se
ond pair of measures fo
uses on node-pair distan
es. They are:{ 3. The diameter of the network, �.{ 4. The average distan
e between node pairs, D.Node pair distan
es play a role in determining the time it takes for messages to besent from one node to another. A graph whose diameter is relatively stable is obviouslysuperior to another whose diameter exhibits rapid variations upon link failure.The notion of diameter stability is not new: the previously-de�ned measure of edgepersisten
e [3℄ is the minimum number of edges that must be removed to in
rease thegraph diameter. Persisten
e, however, being a worst-
ase measure, 
onveys mu
h lessinformation about graph vulnerability than does the diameter, as a fun
tion of the
omponent failure probability.Inter-node distan
es play a large role in determining the 
ommuni
ation delays betweennodes. Algorithms that assign tasks to nodes (pro
essors) have to a

ount for inter-node
ommuni
ation delays when dealing with tasks whi
h 
ommuni
ate with one another.The smaller the delays between the nodes, the greater are the options available to thetask assignment algorithm. This is espe
ially true when the original task assignment(on a 
omputer without any failures) is sought to be done in su
h a way that any taskreassignment required upon failure is redu
ed. For hard real-time systems, it be
omesimportant that the system state on the failed node be transferred to another node withvery little delay. This parameter gives a good estimate of the amount of delay that wouldbe involved in the movement of data that would be required to re-establish the state.A 
lose estimation of su
h delays 
an help in the eÆ
ient 
al
ulation of fault-re
overypoli
ies[2℄. It also gives an indi
ation of how 
losely the nodes are 
onne
ted to ea
hother and this 
an help in the s
heduling of tasks.3 Simulation Models and ResultsWe 
onsider two link failure models: uniform and 
lustered. In the uniform model, linkfailures follow an IID (independent and identi
ally distributed) sto
hasti
 pro
ess. Ea
hlink fails with probability pf , and link failures are independent of one another. In the
lustered model, a probability of either p� Æ or p+ Æ (for some given p, Æ) is randomlysele
ted for ea
h node. Ea
h link in
ident on a node fails with the failure probabilitydrawn for that node. This failure me
hanism results in adja
ent links being 
orrelated



with regard to faults, and 
onsequently, in bigger 
lusters of faulty links and of fault-freelinks than those generated by the IID link failures. Æ is the 
lustering parameter. Thegreater the value of Æ, the more 
lustered the failing links will be. Note that sin
e thefailure probability is applied twi
e to the same link, the a
tual probability of a randomlink failure in the 
orrelated model is pf = 1� (1� p)2.Three di�erent 
lasses of topologies have been used for the simulation runs, namely,the mesh, the hyper
ube and the generalization of a 
hordal ring proposed by Ardenand Lee[1℄. This is a 
hordal ring in whi
h extra links are added (apart from the 2 links
onne
ted to ea
h of its neighbors) among the nodes in some regular fashion. The exa
tpla
ement of these extra links has an impa
t on both the traditional measures as wellas the ones proposed here.All the simulation runs were on networks of 64 nodes. Some of the networks had degree4 and the rest degree 6. A simple re
tangular mesh as well as its 
ounterpart, themesh torus (a mesh with an end-around 
onne
tion) and both 2-D and 3-D mesheswere tested. Simulation runs were performed to measure the e�e
t of the link failureprobability, pf , as well as the the e�e
t of the 
lustering parameter, Æ, on the di�erentperforman
e measures, for the mentioned graph families. A number of interesting results
an be 
on
luded from the plots.Figures 1, 2, 3 and 4 depi
t the dependen
e on the link failure probability pf (in the IIDlink failure model) of the probability of network dis
onne
tion �d, the maximum 
om-ponent size �max, the diameter �, and the average node-pair distan
e D, respe
tively,for the di�erent topologies.The 
on
lusions we 
an derive from these �gures are as follows. Though the re
tangularmesh is the topology of 
hoi
e when s
alability is 
on
erned, it is 
ertainly not the besttopology when 
onsidering resistan
e to link failures. The probability that the networkbe
omes dis
onne
ted in
reases rapidly as the probability of link failure in
reases. Theother topologies in its 
lass do better in all the other parameters as well. Similarly,among the degree-6 networks, the 3-D mesh performs very badly 
ompared to the othertopologies in its 
lass.The 
hordal ring of degree 4 has better diameter stability 
ompared to the mesh torus.One word of 
aution though: The diameter of the 
hordal ring depends on the pla
ementof the extra links (i.e. not those 
onne
ted to immediate neighbors). For the simulations,an extensive sear
h was performed to �nd a pla
ement of links whi
h would result inthe minimum diameter.The 
hordal ring of degree 6 performs only marginally better than the hyper
ube andthe 3-D mesh torus in the diameter and average distan
e measures.Figures 5 and 6 show the dependen
e of the probability of network dis
onne
tion, �d,and that of the maximum 
omponent size, �max, respe
tively, on the fault 
lusteringparameter, Æ, for several graph topologies. The in
iden
e of dis
onne
ted graphs in-
reases with the failure 
lustering (even though the link failure probability remains thesame). Again, the meshes without the end-around 
onne
tion perform badly 
omparedto the other networks. Ea
h family of graphs has a distin
tive sensitivity to the level offailure 
lustering.The size of the largest 
onne
ted 
omponent de
reases as the degree of 
lustering in-
reases. Also, the maximum 
omponent size is dependent on the 
lustering of links inthe topology. This is illustrated in Figure 6 with the two types of the 
hordal ring.The good pla
ement refers to an optimal pla
ement of the links whereas bad pla
ementrefers to a sub-optimal pla
ement. The dependen
e of the extra link pla
ement on the
omponent size be
omes negligible as the degree of the network in
reases.Our experiments also showed that the two other measures, namely, the diameter and the



average node-pair distan
e (in graphs that remain 
onne
ted) are not very sensitive tothe failure 
lustering, with the diameter being slightly more sensitive than the averagedistan
e. This result holds a
ross graph families.4 Dis
ussionIn this paper, we have studied the vulnerability of various topologies to link failure.These results { and others like them { 
an be used by designers in 
hoosing the appro-priate topology. We have 
on�ned ourselves to a set of symmetri
 networks: we plan toextend our studies to irregular topologies.There is also room for modeling 
orrelated failures in other ways. One of them wouldbe to use a \wave-propagation" model, in whi
h the e�e
t of the 
orrelated failure at anode ripples through the network so that all the links whi
h are at the same distan
efrom the failed node has the same probability of failure and this probability de
reasesas the distan
e in
reases. It would also be interesting to look at the 
ombined e�e
t ofboth node and link failures.A
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