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Abstract 
Due to the difference in implementing network 

topologies in the optical and electronic domain, 
schemes to tolerate link failures in electronic imple- 
mentations may not be ‘the most efficient ones for 
optical implementations of multiprocessor networks. 
Rerouting messages along alternate paths in the net- 
work topology is commonly used in electronically im- 
plemented networks to tolerate link failures. In this 
paper, we propose two schemes that use the prop- 

erties of wavelength division multiplezing to tolerate 
link failures in optically interconnected multiprocessor 
networks. These are referred to as wavelength reas- 
signment and time division multiplexing. We show 
that optically implemented networks have better fault- 
tolerance properties than electronic ones. 

1 Introduction 
Driven primarily by bandwidth advantages, optical 
interconnects are being considered as alternatives to 
electronic interconnects in computing systems. The 
advantage of fiber-optics in local and wide area net- 
works is well established. Due to advances in semicon- 
ductor optoelectronic technology over the past decade, 
devices with increased optical to electrical (and vice- 
versa) conversion efficiency, low power requirements 
and small physical dimensions are currently available. 
Optical interconnects are therefore being considered 
in multiprocessing and distributed processing environ- 
ments [7] [8]. 

In optical link implementations, every unidirec- 
tional link requires a transmitter at the source node 
and a receiver at the destination node, transmitting 
and receiving data at a common wavelength over a 
communication medium. Optical interconnects are 
being experimented on in several industry and re- 
search multiprocessor prototypes to test their capabil- 
ities from system design and implementation consid- 
erations. The high bandwidth of optics has been used 
to reduce wiring density in a Connection Machine pro- 
totype [lo] and to demonstrate system scalability in 

Intel’s Touchtone Delta Supercomputer [6]. In both 
efforts, point-to-point fiber-optic links were used to 
overcome problems due to the limited bandwidth of 
the electronic interconnects. To incorporate network 
flexibility, some coupling/switching device is required. 
In the fiber-optic domain, wavelength division multi- 
plexing (WDM) h ac ieved by using passive star cou- 
plers is used in local area networks. In WDM-based 
networks, the bandwidth of the optical fiber is split 
into many channels, each channel carrying data at a 
particular wavelength [15]. The logical connectivity 
is obtained by assigning wavelengths to the system’s 
transmitters and receivers. Reconfiguring the inter- 
connection network to a different topology is a sim- 
ple matter of wavelength reassignment, if the trans- 
mitters and/or receivers are tunable over the entire 
range of wavelengths used. In this paper, the indepen- 
dence of the logical and physical network topology in 
WDM networks is used to propose two schemes to tol- 
erate link failures in multiprocessor networks. These 
schemes are referred to as wavelength reassignment 
and time-division multiplexing. Some reliability is- 
sues for optical networks within multiprocessors have 
been addressed in [13]. 

In Section 2, the principle of realizing a network 
topology using wavelength division multiplexing is 
outlined. The proposed fault-tolerance schemes for 
tolerating link failures are presented in Section 3 and 
their performance is compared in Section 4. 

2 Wavelength-Division Multiplexing 

In wavelength division multiplexing the large ca- 
pacity of the optical fiber is utilized by splitting the 
available bandwidth into independent, noninteract- 
ing channels, thereby supporting simultaneous com- 
munication between many source-destination pairs on 
a common medium. In WDM-based systems, wave- 
length encoded signals from the transmitting nodes 
are multiplexed onto the fiber using a device called 
passive star coupler. The transmitters at the net- 
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Figure 1: (a) A binary ,tree with seven nodes.  (b) W D M  star embedding of the tree. IV& is the wavelength 
assigned for communicat ing from node  i to node  j. W& is assigned to the transmitter at processor i and  the 
receiver at node  j. 

work nodes  are connected to the input ports of the 
star coupler. The  signal power  at each input port is 
divided uniformly amongst  the output posrts. Thus,  
wavelengths from all the transmitters appear  at each 
output port. Demultiplexing is performed at the re- 
ceivers by recovering the desired input port signal from 
the common output port signal. The  desired connec-  
tivity amongst  the system nodes  can be  obtained by 
appropriate wavelength assignments to the transmit- 
ters and  receivers. This is illustrated for a  seven node  
binary tree in Figure 1. In the figure, all links are bidi- 
rectional and  are implemented using fixed wavelength 
transmitters and  receivers. Thus,  the degree of a  node  
determines the number  of transmitters and  receivers 
at that node.  

Consider an  example of the unidirectional link from 
node  PO to P4. The  transmitter at node  PO transmits 
data at wavelength WON.  The transmitter is connected 
to an  input port of the star coupler. The  data signal 
on  wavelength W o 4  is seen at all output ports. The  
receivers at network node  are connected to the output 
ports of the coupler. The  node  P4 has 3  receivers, 
as  it is required to receive data from nodes  PO, Pl 
and  P6. One  of the receivers at node  P4 is tuned to 
wavelength Wo4,  so that it can retrieve node  PO’s data 
from output port of the coupler. In other words, W o 4  
is the wavelength assigned to the transmitt#er at node  
0  and  the receiver at node  4  to realize the l.ogical link 
from node  0  to 4. All the transmitters (receivers) at a  

network node  may share a  single fiber to the star cou- 
pler port. Alternately, every transmitter (receiver) at 
a  node  may have a  dedicated fiber to the star coupler 
port. Depending on  the implementation constraints, 
one  of the above two schemes may be  selected. 

By using tunable transmitters and  receivers, versa- 
tile interconnections can be  realized. As the logical 
connectivity between nodes  can be  achieved by tuning 
the transmitters and  receivers to the desired wave- 
lengths, reconfiguration of the interconnection net- 
work to support  a  different topology can be  achieved 
by wavelength reassignment.  W ith the availability 
of narrow line width semiconductor lasers and  inex- 
pensive passive star couplers [2], WDM-based opti- 
cal interconnects that support  reconfiguration seem 
feasible for mult iprocessors. Rapid progress is be-  
ing made  in the development of tunable devices, both 
in the range over which they are tunable, and  their 
tuning times [4] [12]. Limited tuning range restricts 
the kinds of topologies that can be  supported, and  
the tuning times of devices constitute the reconfigu- 
ration overheads.  Both these parameters are decided 
by the method of tuning used.  Current tuning ranges 
are in the 4  - 10nm range and  the tuning times vary 
from nanoseconds to mill iseconds [4]. Currently avail- 
able passive stars can handle a  maximum of a  hun-  
dred wavelengths. Star couplers with a  maximum of 
128  x 128  ports are feasible with currently available 
technology. An experimental ISDN switch architec- 
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ture using eight 128 x 128 multiple passive stars to 
handle over ten thousand input port lines has been 
reported [4]. 

3 Fault-tolerance schemes 
In this section, we describe the message rerouting 
scheme, time-division multiplexing and the wave- 
length reassignment scheme for tolerating link fail- 
ures in optical implementations of multiprocessor net- 
works based on wavelength-division multiplexing. The 
fault model considered here assumes that a link fail- 
ure is caused by a transmitter failure or a receiver 
failure. The time-division multiplexing and the wave- 
length reassignment schemes make use of the proper- 
ties of wavelength-division multiplexing. They have 
been discussed in this section by assuming that a link 
failure is caused by a transmitter failure. The schemes 
are equally applicable to receiver failures. The perfor- 
mance of these schemes is compared in Section 4. 
3.1 Rerouting 
The commonly used technique to tolerate link failures 
in multiprocessor networks is to reroute messages be- 
tween the source and destination along alternate paths 
so as to avoid the use of the failed links. These al- 
ternate paths may be present in the original network 
topology as with the case of the mesh topology. Sev- 
eral variations of network topologies that cannot pro- 
vide alternate paths have been proposed by using ad- 
ditional links that allow for message rerouting. The 
tree topology is one such example. Variations of the 
tree topology to tolerate single link/single node fail- 
ures include full-ringed and half-ringed trees [14]. The 
above-mentioned variations use additional horizontal 
links at various levels of the binary tree topology. In 
a full-ringed binary tree, the adjacent nodes at a level 
are connected. In a half-ringed tree, alternate pairs 
of nodes at a level are connected. Rerouting of mes- 
sages affects both the average distance between nodes 
and the average delay between them. The increase in 
average distance is due to the additional hops on the 
alternate path used for rerouting. 
3.2 Time-Division Multiplexing 
In this scheme, we assume that every node has at least 
one fault-free tunable transmitter that can tune to the 
transmitting wavelengths of all the outgoing links at 
that node. In the event of a transmitter failure at 
the node, the tunable transmitter switches periodi- 
cally between its normal operating wavelength and the 
wavelength of the failed transmitter. As the tunable 
transmitter time multiplexes the outgoing communi- 
cation in two directions, we refer to this scheme as 
time-division multiplexing (TDM). In the event of a 
link failure, the TDM scheme covers the link failure by 

logically restoring the failed link by wavelength tun- 
ing. Upon the occurence of a transmitter failure, the 
messages in two directions are likely to be affected 
(that is, the direction of the faulty link and the di- 
rection of the tunable link). There is no increase in 
average distance. However, additional delays are seen 
along the two affected directions. Besides these de- 
lays, there is the overhead equal to the transmitter 
tuning time for every time the tunable transmitter 
switches between the two wavelengths. The above as- 
sumes that each node requires one fault-free tunable 
transmitter while other transmitters at the node may 
be fixed wavelength transmitters. The same assump- 
tions hold for the receivers at the node so that link 
failures caused by receiver failures may be covered by 
receiver tuning. 

3.3 Wavelength Reassignment 

In this scheme, redundancy is introduced in the net- 
work by selectively incorporating spare transmitters 
and receivers at network nodes. In the event of a link 
failure due to a failed transmitter, the outdegree at the 
affected node decreases by 1. Assuming that all node 
in the network are identical in functionality, the node 
with the failed transmitter could function as a node 
of lower degree in the network topology considered. A 
node of lower degree with unused spare transmitters, 
having as many functioning transmitters as required 
at the position of the failed node, could be used to 
replace the failed node. This change of logical connec- 
tivity between the failed node and its replacement can 
be achieved by wavelength reassignment. For a topol- 
ogy with nonuniform degree, spares may be placed 
at lower degree nodes, so as to logically change its 
functionality with that of a higher degree node with 
a failed link. The number of link failures that may 
be tolerated depends on the number of available spare 
transmitters. 

Let us illustrate the use of this technique by consid- 
ering the binary tree topology. The degrees of the leaf 
node, root node and an internal node are 1, 2 and 3, re- 
spectively. We consider an optical implementation of 
the tree network in which all nodes have three trans- 
mitters and receivers. Upon the occurence of a link 
failure at an internal node due to a transmitter failure, 
a fault-free leaf node takes over the functions of the 
internal node. This is done in a single wavelength reas- 
signment phase in which the three transmitters at the 
leaf node are tuned to the three distinct wavelengths 
that were used by the internal node. One operational 
transmitter at the failed internal node is set to the 
wavelength of the leaf node. The network structure is 
restored. The number of single link failures that may 
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be covered by this scheme equals the numlber of fault- 
free leaf nodes (with spare transmitters and receivers) 
available. 

If wavelength reassignment is possible in a network 
to tolerate a link failure, the network is restored to its 
fault-free state in a single reassignment (wavelength 
tuning) phase. For any two nodes to be able to swap 
functionality through wavelength reassig:nment, the 
transmitters at all nodes should be capable of tuning 
to all the wavelengths used for network implementa- 
tion. Note that in the electronic implementations, the 
use of redundant spares is prevalent to cover single link 
failures [l, 31. However, the method of reconfiguration 
and restoring the network to its full functioning ca- 
pacity is not as easily accomplished. In optical WDM 
implementation, the logical topology may be different 
from the physical star topology. In the event of a link 
failure and the availability of spare wavelengths and 
transmitters, the wavelength reassignment phase re- 
stores the network to its fault-free state. Thus a few 
spare links (transmitters/receivers) at low degree net- 
work nodes can provide a high level of fault tolerance. 
The efficient use of a few global spares to provide a 
high degree of fault tolerance can be app.lied in net- 
works in which the network topology is of non-uniform 
degree. If alI nodes in the network have the same de- 
gree then spares have to be added to every network 
node for tolerating link failures at that node. 

In WDM implementations, the amount of redun- 
dancy that may be placed in the network (depends on 
the number of available spare wavelengths and spare 
input ports available on the star coupler. For small 
networks, all the network links may be realized on a 
single passive star coupler. As there are limitations on 
the number of available wavelengths and t,he number 
of input and output ports on a star coupler, multi- 
ple star couplers are required to implement large net- 
works. The mapping scheme used to assign nodes to 
multiple star couplers does not affect the performance 
of the application being executed on the system. It 
does affect the number of link failures that may be 
tolerated and the number of stars required to imple- 
ment this network. 

The effect of the mapping scheme on network fault- 
tolerance is illustrated by considering two mappings 
for the mesh topology. 
Scheme 1: Row and column mapping 

In this scheme, separate stars are used for row com- 
munication and column communication in the mesh 
[5]. A row or a set of rows is mapped onto a single 
star. A  similar scheme is used for the columns. Let 
us assume that all nodes in the network ha.ve 4 trans- 

mitters and receivers. For every row mapped onto a 
star, the two nodes at the edge have a spare trans- 
mitter/wavelength to cover for link failures along the 
row. Note that every internal node in the mesh has 
4 outgoing links. Thus every node has 4 transmit- 
ters. Two of these are mapped onto a row star, and 
the other two are mapped onto a column star. We re- 
fer to a star used for row(column) communication as 
a row(column) star. The connection of transmitters 
to stars is a physical one and is therefore a rigid con- 
straint. The flexibility on the logical links, comes from 
wavelength reassignments to the transmitters mapped 
onto the same star. To replace the failed internal node 
by its replacement along the periphery (node of degree 
3), one has to reassign wavelengths to all the physi- 
cal connections (transmitters) of the two nodes. In 
the wavelength reassignment phase, the column star 
on the periphery has to be assigned the wavelengths 
of the column star with the failed node. In turn, the 
column star with the failed node has to function as 
the column star on the periphery. The interchange of 
columns in the presence of a link failure along the row 
is necessary, as the physical connections in the col- 
umn direction of the failed node and the replacement 
node are mapped onto different column stars. All the 
available redundancy is along the edge of the mesh. 
From the nature of partitioning the network using this 
mapping, to cover a single link failure along any row, 
a column along the periphery with redundant spares 
is used up. The number of link failures along rows 
that can be tolerated by wavelength reassignment in 
the entire network is therefore limited to 2. The same 
limitation applies to link failures along columns. The 
total number of link failures that may be tolerated in 
the network with wavelength reassignment using this 
mapping scheme, is therefore, limited to 4. 

Scheme 2’: Submesh mapping 

In this scheme, the mesh network is partitioned into 
equal sized submeshes. Each submesh is mapped to a 
star. The maximum submesh size that can be mapped 
onto a star is determined from the wavelength and in- 
put port limitations of the star coupler. As each node 
in the submesh is of degree 4 (except the submeshes 
along the mesh periphery), additional transmitters are 
needed at the internal submeshes to tolerate link fail- 
ures. For a topology with uniform degree, additional 
transmitters are required at each node of the network 
to cover for link failures at that node. The maximum 
number of additional transmitters that may be added 
equals the number of unused wavelengths per star. 
The number of unused wavelengths available per star 
depends on the submesh size mapped onto the star. 

93 

Proceedings of the Second Workshop on Massively Parallel Processing Using Optical Interconnections (MMPOI '95) 
0-8186-7101-7/95 $10.00 © 1995 IEEE 



Table 1: Number of stars required and the number of faults that may be tolerated per star and per network in 
the two mapping schemes as a function of the mesh size with a wavelength limit of 100 and an input port limit 
of 128 per star. 

The performance of the two mapping schemes is com- 
pared by considering the number of link faults that 
may be tolerated in the network. Table 1 shows the 
number of unidirectional link faults that may be tol- 
erated per star, and over the entire network for mesh 
sizes varying between 20 x 20 and 30 x 30. The limita- 
tion on the number of input ports and the number of 
wavelengths is taken as 128 and 100, respectively. In 
the table, the percentage of redundancy represents the 
percentage of the maximum available redundancy that 
can be used by the mapping scheme. As discussed ear- 
lier, in the row/star mapping scheme, the number of 
link failures that may be covered per network is limited 
to 4, although the number of spare wavelengths avail- 
able is greater than this. Here, the maximum available 
redundancy cannot be used efficiently because of the 
placement of the spares along the periphery, and by 
the fact that all the transmitters from a node are not 
mapped onto the same star. In the submesh scheme, 
the efficient submesh size with a wavelength restric- 
tion of 100 is a 5 x 5 mesh. However, for this sub- 
mesh size there are no spare wavelengths available for 
tolerating link failures. We therefore assume that a 
4 x 4 submesh is mapped onto a single star. This im- 
plementation requires 64 wavelengths. The maximum 
number of available spare wavelengths per star is 36. 
As there are 16 nodes per star, the amount of redun- 
dancy that can be used to tolerate single link failures 
at every node of the mesh is 44%. Thus, a single link 
failure at every network node may be covered, because 
the amount of redundancy available can be utilized ef- 
ficiently. The number of stars required to implement 
the topology in the row or column/star scheme is gen- 
erally less than the submesh scheme. However, in the 
submesh partitioning scheme, the number of link er- 

rors that may be tolerated is much higher. Depending 
on the reliability of the transmitter/receiver compo- 
nents and the hardware cost per star, one can decide 
on the mapping scheme. 

4 Performance Comparisons 
In this section, we compare the wavelength reassign- 
ment, time-division multiplexing and the rerouting 
schemes by considering the effect of a single link failure 
on network performance. 

Using the wavelength reassignment scheme, the 
number of single link failures that may be tolerated 
depends on the number of available spare wavelengths 
per star and the mapping scheme used. There is no ef- 
fect on the average distance or the average delay. The 
overhead in implementing this scheme is the wave- 
length reassignment phase. The tuning time of the 
interface devices varies from nanoseconds to millisec- 
onds, depending on the method used to achieve tuning 
[4]. A maximum overhead of a few milliseconds will 
be incurred for every link failure. 

In the event of a link failure that cannot be covered 
by wavelength reassignment, either the TDM or the 
rerouting scheme may be used. When using the TDM 
scheme, there is no increase in average distance due to 
the link failure. However, there is an increase in delay 
attributed to the message waiting time at the affected 
node for the logical link to be periodically restored by 
the tunable transmitter for a duration referred to as 
the TDM time slot. In the rerouting scheme, both the 
average distance and average delay increase due to the 
presence of a link failure. 

Overall network performance of the fault-free net- 
work and the effect of the TDM and the rerouting 
scheme on network delay was measured through simu- 
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Figure 2: Variation in average delay on a 64-node 
mesh when using the TDM and rerouting schemes 
in the presence of a single link failure. Average de- 
lay in the absence of failures plotted for comparison. 
a! = 400 ns, ,0 = 8 ns, and TDM slot= 1 p;s. 

lations. The mesh, binary tree, full-ring and half-ring 
tree topologies were simulated by the simulator de- 
veloped for the purpose. Link implementations issues 
used in the simulator are now discussed. The time to 
traverse a network link comprises of the link set-up 
time and the time to transfer a message. The link- 
setup time denoted by CY is assumed to be 400ns. This 
was the set-up time reported in Intel’s effort in in- 
corporating fiber-optic interconnects in a Touchtone 
Delta Supercomputer prototype. We assume that the 
message size is 32 bits. Assuming a 4 Gbps fiber-optic 
link, a 32 bit word may be transferred in 8 ns. The 
message transfer time denoted by p, is the.refore 8 ns. 
For the TDM scheme, the reconfiguration overhead of 
the tunable transmitter or receiver denoted by t, is as- 
sumed to be 100 ns (it may vary between n,anoseconds 
to milliseconds depending on the method of tuning 
used). In using the TDM scheme, the value of the 
TDM time slot value is assumed to be 1 cl::. Compar- 
isons of the TDM and the rerouting schemes based on 
an analysis may be found in [ll]. 

The variation in simulated values of average net- 
work delay with message generation rate OIL a 64-node 
mesh for the TDM and rerouting schemes in the pres- 
ence of a single link failure is shown in Figure 2. The 

6500 

5500 
Average 

Delay 

c-1 4500 

3500 

TDM * 
Nofault +- 

20 40 60 80 100120140160180200 
Messages generated/ ms 

Figure 3: Variation in average delay with message gen- 
eration rate per node for the fault-free binary tree and 
measured delays when using the TDM scheme to cover 
a link failure on a 63-node tree. a! = 400 ns, /3 = 8 ns, 
and TDM slot= 1~s. 

message generation rate is represented as the number 
of messages generated per node per millisecond. As 
seen from the figure, the two schemes have a com- 
parable performance in covering link failures at low 
message generation rates. When the message gener- 
ation rate exceeds 700 messages per millisecond, one 
observes that the TDM scheme provides a lower aver- 
age delay than the rerouting scheme. 

In Figure 3, we depict the variation in simulated 
delay for the fault-free binary tree and effect of using 
the TDM scheme to cover a single link failure on a 
63 node tree. As there is a unique path between a 
source and destination in a binary tree topology, the 
rerouting scheme cannot be used. As can be seen from 
the above figure, the performance of the TDM scheme 
when used to cover a single link failure is close to that 
of the fault-free binary tree. 

The full-ring tree and half-ring tree are two varia- 
tions of the binary tree topology that may use rerout- 
ing to tolerate link failures. Both the topologies were 
simulated. Figures 4 and 5 depict the performance of 
the rerouting and TDM schemes in the presence of a 
single link failure on the full-ring and half-ring trees, 
respectively. The average delay in the fault-free net- 
work is plotted for comparison in the two figures. The 
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Figure 4: Variation in average delay with message Figure 5: Variation in average delay with message 
generation rate when using the rerouting and TDM generation rate when using the rerouting and TDM 
scheme to cover a link failure on a 63 node full-ring scheme to cover a link failure on a 63 node half-ring 
tree. CY = 400 ns, p = 8 ns, and TDM slot = 1 /KS. tree. Q  = 400 ns, ,f? = 8 ns, and TDM slot= 1 /JS. 

number of nodes in the full-ring tree and half-ring tree 
used for the above simulations is 63. As seen from the 
figures, the fault-free full-ring tree has a lower average 
delay than a half-ring tree. This is because the num- 
ber of additional horizontal links in a full-ring tree is 
higher than that in a half-ring tree. The length of 
the alternate path used for rerouting is therefore less 
than that in half-ring trees. The length of the alter- 
nate path used in the rerouting scheme depends on 
the network topology and the routing scheme. The 
topology is therefore an important factor in deciding 
the relative performance of the TDM and rerouting 
scheme over the fault-free network. As an example, for 
a message generation rate of 300 messages per millisec- 
ond per node, the average delay increases by 1% over 
the fault-free network when the TDM or the rerouting 
scheme is used to cover a link failure. For the same 
message generation rate, on a half-ring tree, using the 
TDM scheme to cover a link failure results in a 20% 
increase in delay and the rerouting scheme results in 
a 109% increase in average delay over the delay in the 
fault-free half-ring network. It should be noted that 
300 messages per millisecond is close to link satura- 
tion limit for a half-ring tree whereas 300 messages a 
millisecond is not close to the link saturation limit in 
a full-ring tree. As seen from Figures 2, 3, 4 and 5, the 
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maximum permissible message generation rate (with 
the assumed link implementation parameters) is 1500, 
200, 800 and 400 for the 64 node mesh, 63 node bi- 
nary, full-ring and half-ring trees, respectively. From 
the above figures, one notes that the performance of 
the TDM scheme is better than the rerouting scheme 
at high message generation rates. 

We now compare the wavelength reassignment, 
time-division multiplexing and rerouting schemes from 
an implementation point of view. Each one of these 
schemes to tolerate link failures requires different ca- 
pabilities for the transmitters and receivers. In the 
rerouting scheme, no device tuning capability is re- 
quired. This scheme could therefore be used in net- 
works implemented with fixed wavelength transmit- 
ters and receivers. To tolerate link failures through 
time-division multiplexing, each node requires at least 
one fault-free tunable transmitter(receiver) capable of 
tuning to all the outgoing(incoming) wavelengths at 
the node. In the wavelength reassignment scheme, ev- 
ery transmitter (receiver) in the system has to be capa- 
ble of tuning over all the wavelengths used in the net- 
work implementation. In wavelength reassignment, a 
single tuning/wavelength reassignment phase restores 
the network to the fault-free state. In the TDM and 
rerouting scheme, there is a degradation in network 
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performance due to the link failure. The magnitude 
of the performance degradation depends on the mes- 
sage generation rate and the routing scheme. 

5 Summary 
Fault-tolerance schemes used in electronic implemen- 
tations of multiprocessor networks may not be the 
best for optical implementations. We analyzed the 
fault tolerance properties of optical interconnects by 
considering fiber-optic networks based on wavelength- 
division multiplexing (WDM). Using the property of 
wavelength-division multiplexing, we pre;sented two 
schemes, namely, wavelength reassignment and time- 
division multiplexing, for tolerating link failures in op- 
tical interconnects. In the wavelength reassignment 
scheme, redundant spares may be used toI cover link 
failures with no degradation in network performance. 
In electronic networks, spare links are used to pro- 
vide local redundancy. For networks of non-uniform 
degree, the spares provide global redundancy when us- 
ing wavelength reassignment to tolerate link failures. 
Therefore, a few spare links can provide at high level 
of fault-tolerance. If wavelength reassignment cannot 
be used, a time-division multiplexing scheme that uses 
the tunability of optical devices to implement logical 
links was presented. An important advantage of the 
time-division multiplexing scheme is that one or more 
link failures per node may be tolerated (we assume 
that a tunable transmitter or receiver is fault-free). 
The degradation in network performance does not de- 
pend on the position of the failing link. This is sig- 
nificantly different from the rerouting scheme where a 
number of link failures at a node may not be tolerated. 
Wavelength reassignment and time-division multiplex- 
ing therefore have better fault-tolerance properties 
than rerouting schemes. The wavelength reassign- 
ment has a one-time reconfiguration cost upon the 
occurence of a link failure. Furthermore, thle transmit- 
ters/receivers used for network implementation should 
be capable of tuning over a wide range of wavelengths. 
The TDM scheme requires tansmitters/receivers with 
limited tunability. The rerouting scheme places no 
restrictions on device tunability. The a.ppropriate 
scheme to tolerate link failures may therefore be se- 
lected depending on the implementation limitations. 
Based on the capabilities of the wave1engt.h reassign- 
ment and the TDM scheme, we conclude that from 
the point of view of network fault-tolerance optical in- 
terconnects have significant advantages over electronic 
interconnects. 
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