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he primary motive for introducing
I fault tolerance in VLSI circuits is
yield enhancement, increasing the
percentage of fault-free chips obtained. The
active area of monolithic VLSI chips has
always been limited by random fabrication
defects, which appear impossible to elimi-
nate in even the best manufacturing proc-
esses. The larger the circuit, the more likely
it will contain such a defect and fail to oper-
ate correctly. Thus, the defect density
(number of defects per unit of chip area) in
any fabrication line limits the size of the
largest defect-free chip producible with
commercially viable yields. Larger circuits
demand a fauli-tolerance capability to over-
come fabrication defects while avoiding
unreasonable costs.

The first VLSI circuits, produced in the
1970s, contained a small number (by today’s
standards) of devices and consequently an
acceptably low average number of defects
per chip. Subsequent increases in circuit
complexity resulted mainly from higher in-
tegration densities produced by reducing the
device feature size. Reduced feature sizes
tend to make circuits more sensitive to very
small defects. However, this was compen-
sated for by reduced defect densities in the
more advanced fabrication lines.

As feature sizes enter the submicron level
and increased circuit density from reduced
feature sizes becomes more difficult to
achieve, some designers have turned to
larger area circuits and even full-wafer inte-
gration. They hope to obtain the cost reduc-
tions, size reductions, and performance
improvements associated with higher levels
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Fault-tolerant designs
of very large ICs
primarily attempt to
enhance yield. Such
designs, first
employed in memory
chips, now encompass
random logic VLSI
and wafer-scale
circuits.

of integration.

The prohibitively low defect-free yield of
large circuits mandates on-chip fault toler-
ance for yield enhancement. The incorpora-
tion of fault tolerance is sometimes required
not only to increase productivity but to en-
sure feasibility. For example, wafer-scale
circuits would have zero yield without fault
tolerance.

To see how on-chip redundancy can en-
hance yield, consider Figure 1, which shows
the schematic of a wafer on which individual
circuit modules have been fabricated. These
modules can be memory arrays, micropro-
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cessors, or any other functional units. In the
discussion that follows, we assume that these
modules are processors. Assume a total of
240 processors fabricated on the wafer and a
0.5 probability that any individual processor
is defect-free (meaning the die yield is 50
percent). We can expect an average of 120
good circuits from the wafer.

Suppose we want to implement a four-
processor system on a single chip. Ignoring
interconnections, each die contains four
processors and is four times larger than be-
fore. We would obtain a total of 60 multi-
processor chips from the wafer. However,
since all four processors must be defect-free
for the die to be functional, the yield is (0.5)*
= 0.0625. Thus, we can only expect, on
average, 60-0.0625, which equals 3.75 good
multiprocessor chips per wafer.

Now consider the possibility of introduc-
ing redundancy to provide fault tolerance.
Suppose we put five processors on each
multiprocessor chip. We now have a func-
tional chip if no more than one processor is
faulty. With this single-fault-tolerance capa-
bility, the yield of the multiprocessor chip
becomes (0.5)° + 5(1-0.5)(0.5)* = 0.1875.
Since the chips are bigger now, we will only
obtain 240/5 = 48 chips from the wafer, and
we can expect an average of 48 - 0.1875=9
good multiprocessor chips per wafer. The
redundancy more than doubled the yield in
our example.

So far we have assumed that introducing
fault tolerance only required a spare proces-
sor and no other overhead. In practice, addi-
tional switch and interconnect structures are
oftenrequired to enable the spare to take over
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Figure 1. Schematics of a wafer with modules fabricated.

the functions of the failed module (proces-
sor). In terms of increased circuitry, this
overhead can be substantial, particularly
with small modules. Furthermore, often the
reconfiguration hardware is not fault toler-
ant, so a defect in these circuits can be fatal.

To study the effect on yield of the over-
head caused by the reconfiguration mecha-
nisms, let us arbitrarily assume that the extra
reconfiguration hardware for our example
system has an area and yield equal to that of
a single processor. The fault-tolerant chip
will then have an area equal to that of six
individual processors. For the chip to be
functional, the reconfiguration circuitry and
four processors must be defect-free. This
gives a chip yield of 0.5 - ((0.5)° + 5(0.5)°) =
0.09375. Since each wafer now has 240/6 =
40 chips, we can expect, on average, 3.75
good chips per wafer — no better than the
nonredundant design.

A smaller reconfiguration circuit, taking
half the area of a processor, does enhance
yield, with 6.136 good chips expected per
wafer. However, if the reconfiguration over-
head exceeds the area of a processor, intro-
ducing fault tolerance into the multiproces-
sor chip can become counterproductive.

We therefore see that fault tolerance
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schemes for VLSI yield enhancement must
be area efficient. Otherwise, the yield im-
provement due to the fault-tolerance capa-
bility might be negated by increased circuit
area and the potential for additional faults in
the reconfiguration circuitry.

To more accurately analyze the expected
yield in the above example and in other
defect-tolerant designs, we need to under-
stand the nature of manufacturing defects
and the types of restructuring techniques
available in practice. In this article we
describe the defects that can occur when
manufacturing VLSI ICs and the potential
resulting faults, some commonly used re-
structuring techniques for avoiding defec-
tive components, and several defect-tolerant
designs of memory ICs, logic ICs, and
wafer-scale circuits. We will introduce yield
models for chips with redundancy to predict
the yield of such chips and determine the
optimal amount of redundancy.

Defects and faults

We can classify manufacturing defects as
gross area defects (or global defects) and
spot defects. Global defects are relatively

large-scale defects, such as scratches from
wafer mishandling, large-area defects from
mask misalignment, over and under etching,
etc. Spot defects are random local defects
from materials used in the process and envi-
ronmental causes, mostly unwanted chemi-
cal and airborne particles deposited during
the various steps of the process.

These two classes of defects contribute to
yield losses. In mature, well-controlled fab-
rication lines, manufacturers can minimize
gross area defects. The yield loss due to
random spot defects is typically much higher
than the yield loss due to global defects. This
proves especially true for large-area inte-
grated circuits, since the frequency of global
defects is almost independent of the die size.
Consequently, spot defects concern us more.

Some spot defects might cause missing
patterns or open circuits, while others cause
extra patterns or short circuits. We can fur-
ther classify these defects into intralayer
defects and interlayer defects. Intralayer
defects occur as a result of particles depos-
ited during the lithographic processes and
are therefore also known as photolithogra-
phic defects. Examples include missing
metal (or diffusion or polysilicon) and extra
metal (or diffusion or poly-Si). Interlayer
defects include missing vias between two
metal layers or between a metal layer and
poly-Si, and shorts between the substrate and
metal (or diffusion or poly-Si) or between
two separate metal layers. These interlayer
defects occur as a result of local contamina-
tion, such as dust particles.

Not all spot defects are structural defects
resulting in discrete faults such as line breaks
and short circuits. A defect causes a discrete
fault only if it is large enough to connect two
disjoint conductors or disconnect a continu-
ous pattern. Consider, for example, the three
circular open-circuit-type defects in the lay-
out of metal conductors depicted in Figure 2.
The two left-most defects will not discon-
nect the corresponding conductors, but the
third one will result in a discrete circuit fault.

Some random defects that do not cause
structural faults can result in parametric
faults, where the electrical parameters of
some devices lie outside the desired opera-
tional window, affecting the performance of
the circuit. For example, an open-circuit-
type photolithographic defect, although too
small to disconnect a transistor, might affect
its performance. Parametric faults can also
result from global defects that cause vari-
ations in process parameters. In principle,
faults (structural or parametric) result from
the interaction of defects with the layout
geometry. Thus, the probability that a defect
will cause a fault might depend on the exact
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geometrical position of the defect and on its
size, as illustrated in Figure 2.

Now we will describe the method used to
determine the percentage of manufacturing
defects that result in discrete faults. This type
of calculation is necessary to determine the
expected number of circuit faults, on the
basis of which yield projection (discussed
later) is carried out.

The average number of manufacturing
defects of type i (for example, photolithogra-
phic defects of the open-circuit type) is usu-
ally described by d A, where d, denotes the
average number of defects (of type i) per unit
of areaand A is the chip area. To calculate the
average number of circuit faults, denoted by
A, we define a probability 6, that a defect of
type i will result in a discrete circuit fault.
Thus, A, =0,dA. The product A8, also called
the critical area for defects of type i, is
denoted by A .

The probability that a defect will cause a
circuit failure might remain constant for one
type of defect or depend on the size of the
defects (relative to the physical dimensions
of VLSI patterns). For example, the size of
an interlayer defect is in most cases rela-
tively small, and the probability that it will
cause a circuit failure equals the ratio be-
tween the area of the overlapping region and
the total area. In contrast, photolithographic
(intralayer) defects, like those shown in
Figure 2, have a randomly distributed size
comparable to that of VLSI patterns. There-
fore, the probability that such a defect will
cause a failure depends on the pattern shape,
its dimensions relative to the size of the
defect, and its exact geometrical position.

A commonly adopted assumption pre-
sumes circle-shaped defects with diameter x,
as shown in Figure 2. Experimental data on
defects in many wafers lead to the conclu-
sion that the diameter x of a defect has a
density function f{x) that increases as x? up to
the mode x_ of the distribution (that is, the
value of x for which the density function is
maximal) and then decreases as 1/x’ up to a
maximum value of x,,. The exact values of ¢
and p are determined empirically. Typical
values for these are g = 1 and p = 3, for which

ex/x? i 0<x<x

fl) =

203 <x<
cxfx® if x < x <xy,

0 if x >x,,

where ¢ = 1/(1 - 1/2(x /x,)?).

We define the critical area for defects of
diameter x as the area in which the center of
a defect (of diameter x) must fall to cause a
circuit failure. We denote this critical area by
A(x) and compute its expected value A_using
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Figure 2. The critical areas in a metal layer. Three circular, open-circuit-type

defects are shown.

AC=I0 A(x) f(x) dx

We omitted the subscript / from A * to sim-
plify the expression. The ratio between A,
and the total area A determines the percent-
age of defects that cause circuit failures. Its
calculation is thus necessary for yield pro-
jection. In what follows, we illustrate how to
calculate critical areas through the layout in
Figure 2, which shows two common geomet-
rical patterns in VLSI layouts: vertical con-
ductors and an L-shaped conductor.

The critical area A(x) for open-circuit
defects in a conductor (dark blue) of length
L and width w is shown in medium blue in
Figure 2. Its size is given by'

A _{ 0 if x<w
=V w) L+ 2 ew) Vx2u?
if x2w

Thecritical area is a quadratic function of the
defect size, but for L>>w, the quadratic term
in A(x) becomes negligible. Thus, for long
conductors we can use the linear term only.
We can obtain an analogous expression for
A(x) for short-circuit defects in a rectangular
area of width s (between two adjacent con-
ductors) by replacing w with s in the above
equation.

The L-shaped conductor (depicted in Fig-
ure 2) is another common pattern in VLSI
layouts. We can approximate its critical area
for open-circuit defects with'

0 if x<w

AW = {(x—w) (Ly+ Ly +1 e-w) Va2w?

+inx2—(§~w)2 if x>w

The expression for the critical area in this
case closely resembles the one for the verti-
cal conductor. Again, if (L, + L,)>>w, the
linear term in A(x) is the dominant one.

Common VLSI layouts consist of shapes
similar to those shown in Figure 2 in differ-
ent sizes and orientations. Consequently, the
exact expression for the critical area of one
layout will differ from that of another layout,
making it difficult to calculate the critical
area of all but very simple and regular lay-
outs. Therefore, two other techniques have
been proposed: Monte Carlo simulation and
virtual artwork.? In the Monte Carlo ap-
proach, circles representing defects are
placed at random locations of the layout and
the critical area is estimated. In the virtual
artwork approach, an artificial layout is ex-
tracted from the given layout to simplify the
estimation of the critical area.?

Restructuring
techniques

When a VLSI circuit employs fault toler-
ance for yield enhancement, we must test

and reconfigure the components on chip to
achieve fault-free operation. For most exist-

75



ing circuits, wafer-probe testing success-
fully detects and locates faults. However,
several researchers have proposed the inclu-
sion of built-in test capabilities on chip.

Once we have located the faulty compo-
nents, we must restructure the circuit to
avoid those components. Two approaches
are employed. In the first, the discretionary
wiring approach, the components or cells on
the chip are not interconnected to begin with.
Good components are connected by laying
down additional customized interconnec-
tion on the chip. In the second approach, the
interconnection structure is fabricated along
with the rest of the circuitry. Following test-
ing, the signal-flow paths on the chip are
reconfigured using “switches” associated
with the interconnections to bypass faulty
elements.

The discretionary wiring approach was
first used in experimental wafer-scale cir-
cuits at Texas Instruments in the mid 1960s.
Here, blocks of logic were first tested by
wafer probes. A computer program then
generated an interconnection pattern to con-
nect good blocks to achieve the desired logic
function. This pattern was fed to an electron-
beam mask-making machine, which created
appropriate interconnection masks. These
were then used to lay down the metal inter-
connection lines and obtain the completed
circuit.

These experiments successfully demon-
strated the capabilities of the technology, but
the cost of creating the custom masks was a
major drawback. Also, the discretionary
interconnect itself proved susceptible to
defects, leading to significant yield losses.
Consequently, this technique did not gain
commercial acceptability.

Today, discretionary wiring has become
an attractive approach for on-chip fault toler-
ance. New, direct-write, electron-beam li-
thography machines can quickly create the
desired custom metallization patterns di-
rectly on the wafer, eliminating expensive
intermediate optical masks. Such machines
are now widely used to customize low-vol-
ume gate arrays. Of course, the problem of
additional defects in the customized wiring
remains. However, we can minimize these
defects by using conservative design rules.
We can also set aside uncommitted channels
for the discretionary interconnects so they do
not run on the uneven surface over active
circuitry, where they are much more prone to
defects,

Recent research efforts have also focused
on other techniques for discretionary wiring.
Lasers can etch patterns directly on the
wafer. Deposition can then be carried out
using the laser to create a chemical reaction
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in an appropriate gas at the wafer surface.
Electron and ion beams have also served in
this application. These newer discretionary
wiring techniques also allow the repair of a
completed VLSI circuit.

The second restructuring approach has the
interconnections already fabricated when
the circuit is tested. This approach involves
customizing the signal paths using
“switches” to bypass faulty components.
This eliminates the additional processing
steps after testing needed by discretionary
wiring. Here, the switches that connect and
disconnect signal lines can take many forms.
The simplest are conventional logic gates.
However, these have the problem of volatil-
ity. The chip would need reconfiguration at
each power up.

Researchers at Lincoln Laboratories have
developed electron-beam programmable
switches similar to those used in erasable
programmable read-only memories. Here,
using an electron beam machine we can seta
“floating” polysilicon gate isolated in oxide
to a high or low logic state as desired. Be-
cause the gate is electrically isolated, it holds
its charge, and the programming is nonvola-
tile. This approach has an important advan-
tage: we can program the switches first to aid
testing. Once we have identified all the
faulty components, they can be set for field
operation.

A number of other programmed switch
technologies have also been developed. In
defect-tolerant memory designs, the redun-
dancy is usually programmed by blowing
polysilicon fuses, either by a laser or by
electrical overstressing with a high current.

Lincoln Laboratories’ Restructurable
VLSI technology? also provides an example
of a switch-based restructuring approach.
Here, logic modules are laid out beside
uncommitted buses. After testing both the
modules and the buses, we make the desired
connections by linking (welding together) or
cutting apart the interconnections using la-
sers. The wafer is restructured in steps in
such a way that we obtain a sequence of
increasingly large subsystems, resulting fi-
nally in the complete system. At each step,
further tests check for any newly generated
defects. To aid in this testing, temporary
links connect the subsystem to package test
points. At present, every link and cut is tested
using optical probing, aithough the yield for
these operations is so high that such testing
might be unnecessary in a high-volume
environment. The implemention of several
different wafer-scale circuits for signal
processing applications has demonstrated
the viability of Restructurable VLSI
technology.

Defect-tolerant designs

Memory ICs were the first integrated cir-
cuits to exploit fault-tolerant techniques.
Memory chips are particularly dense and
therefore extremely vulnerable to manufac-
turing defects. Moreover, the demand for
even higher densities continues to increase.
Denser memory chips allow designers to use
fewer chips in digital systems, reducing
system integration costs, volume, and power
dissipation. In addition, the high regularity
of memory arrays greatly simplifies the task
of incorporating defect-tolerance into their
design.

A variety of fault-tolerant techniques with
a relatively small overhead have been pro-
posed and successfully implemented in
memory ICs. We will review those tech-
niques and then present some recent propos-
als for defect-tolerant designs of logic
ICs and their extensions to wafer-scale
integration.

Most methods for incorporating fault-tol-
erance (that is, redundancy) into VLSI ICs
have the following objectives in addition to
their main goal of yield enhancement:

(1) No or very limited impact of the
added redundancy on performance.

(2) Equal or higher reliability.

(3) Small additional area and power re-
quirements.

(4) Transparency to the user (after chip
reconfiguration).

(5) Fault-free ICs requiring no (or lim-
ited) additional manufacturing steps.

(6) Defective redundant elements re-
placeable by other redundant ele-
ments.

Increasing the yield of ICs proves espe-
cially important for new designs and manu-
facturing processes, which have a high
density of process-induced defects and con-
sequently a low yield. Yield improvements
of early prototypes of an IC can reduce the
product’s introduction time and determine
its commercial success. Defect tolerance has
proved extremely successful in such cases,
and spectacular 30-fold increases in yield
have been reported.* Yield improvements
duetodefecttolerance tend to decrease as the
manufacturing process matures. But even
mature processes with lower defect densities
have experienced 1.5-to-3-fold yield in-
creases, proving the effectiveness of defect-
tolerance techniques.

Memory ICs. Defect-tolerant designs for

yield enhancement started around 1979 with
64-kilobit memories and continue today
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with 4-megabit RAMs and beyond. The first
approach used in memory ICs, and still the
most common, adds spare rows and/or spare
columns (also known as word lines and bit
lines, respectively). The high regularity of
memory arrays allows the use of a limited
number of spare rows and columns (that is, a
low redundancy overhead) for a large num-
ber of repetitive circuits. A defective row or
a row containing one or more defective
memory cells can be disconnected and then
replaced by a spare row. Each spare row has
a dedicated programmable decoder, allow-
ing it to replace any defective row. Similarly,
spare columns can replace defective ones.

The simplified schematic depicted in
Figure 3 illustrates standard and spare row
decoders. A fusible link connects a standard
decoder to its associated row of memory
cells. Similar fusible links are used at the
inputs to the spare decoder. These fusible
links can be blown individually using one of
the techniques described earlier. A spare
decoder, as shown in Figure 3, has double the
number of inputs that a standard decoder has,
for both true and complement inputs. By
selectively blowing half of the fuses at its
inputs, it can replace any standard decoder
whose associated row is defective. The de-
fective decoder will be disconnected by
blowing the single fuse at its output.

Note that if a spare decoder is not required
because of the small number or absence of
defects, it will be deselected and not need
any fuse blowing. Also, if, after program-
ming the spare decoder, the associated row
of cells is found defective, it can be discon-
nected by blowing the fuse at the output of
the decoder. Another spare can be used.

The number of spare rows and/or columns
is determined to optimize the yield, after
taking into account the additional area re-
quired for the redundant circuitry and the
probability of defects occurring in these cir-
cuits. We will describe the method used to
determine the optimal amount of redun-
dancy later.

After manufacturing, testing the chips
determines the location of defects. Then the
chips are reconfigured by disabling the de-
fective rows and/or columns and program-
ming the decoders of spare rows and col-
umns to replace the defective ones. Thus, the
repair of defective memory ICs consists of
three phases: a diagnosis phase to detect and
locate all defective memory cells; a repair-
analysis phase to allocate spare rows or col-
umns to all faulty cells; and a repair phase to
disconnect the defective cells and program
the allocated spares. All three phases are
performed in a fully automatic manner and
require no manual intervention.*
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Figure 3. Simplified schematic of standard and spare row decoders.

Error-correcting codes. Manufacturers
frequently use error-correcting codes
(ECCs) in large memory systems to mask
intermittent faults. Thus, using ECCs for
yield enhancement can contribute to reliabil-
ity improvement as well. However, the asso-
ciated area overhead is much higher than
with the simple spare row/column scheme.

For an example of a memory IC employ-
ing an ECC for yield enhancement, consider
Mostek’s 1-megabit ROM, in which seven
parity bits added to the 64 data bits increased
area more than 11 percent. The 71 memory
cells selected simultaneously are positioned
within the array so that any two selected cells
are separated by 15 unselected cells. This
allows the chip to tolerate not only single-
cell failures but also clusters of multiple cell
failures. A maximum of 16 kilobit failures
out of the 1 megabit can be corrected. The
use of ECCs might slow the memory, since
the error-detection circuitry lies in the criti-
cal path. This circuit was therefore designed
to minimize the increase in access time.

Recently, IBM developed an experimen-
tal 16-megabit dynamic RAM, adding nine
check bits to every 128 data bits. This chip
combines ECCs with more traditional bit
and word-line redundancy and achieves
higher yield enhancement.

Associative approach. The spare row/
column approach applies only to the replace-
ment of individual faulty rows or columns. If
we need to replace larger blocks of cells, as
might happen with clustered rather than

uniformly distributed defects, an associative
approach as developed by Haraszti at
Hughes Aircraft’ looks attractive. The ad-
dress of the defective block is stored in an
associative memory, and any incoming re-
quest to an address within the defective
block will be redirected to a spare block. The
spare block has a smaller size compared to
the main memory array and, consequently,
its access time is substantially smaller. Thus,
even with the additional time required to
access the associative memory (accessed in
parallel to the main memory) before the
spare block can be accessed, the overall
access time increase is less than 2 percent.’
The increase in power consumption is insig-
nificant (less than 0.6 percent), but the area
increase is substantially higher than for the
spare row/column scheme, ranging from 10
percent for 64 kilobits to 27 percent for 1
megabit.

The associative approach can be extended
to a hierarchical replacement scheme, where
a large spare block can itself be repaired by
another, smaller, spare block.

Partially good chips. A different ap-
proach to yield enhancement suggests the
use of partially good chips. If sectionsina 1-
megabit memory are defective beyond re-
pair, we can reconfigure the chip to a usable
0.5-megabit chip or even a 0.25-megabit
chip. To do this, we must partition the cir-
cuitry of the chip in such a way that fault-free
sections can function independently. Sev-
eral manufacturers of memory ICs, like
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Figure 4. Row and column exclusion scheme. (PE = processing element; CE =

connecting element)

Motorola, IBM, and Westinghouse, have
used this technique successfully.

Note that this technique is orthogonal to
other defect-tolerance schemes. For ex-
ample, the individual sections within the
chip might have spare rows and columns.
Only when the available redundancy within
a section is insufficient to overcome all the
defects present in this section will the section
be declared unusabie.

IBM refined the idea of using partially
good chips, further dividing the independent
sections in the memory chip into smaller
blocks. These can be used separately after
proper alignment by steering the data bits to
the right positions.

Logic ICs. The development of efficient
defect-tolerant designs for random logic ICs
like microprocessors is considerably more
complex than for memory ICs. However, if
some regularity exists in the structure of a
given logic circuit, it might be possible to
incorporate redundancy. A natural target for
defect-tolerant designs — programmable
logic arrays (PLAs) — have a regular struc-
ture and implement random logic circuits in
VLSI chips. The control sections of many
microprocessors use large PLAs. Some de-
signs have employed PLAs with as many as
50 inputs and almost 200 product terms.
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Since these PLAs require large silicon areas,
the incorporation of redundancy in their
design can considerably improve the overall
yield.

Researchers have investigated defect-tol-
erant designs of PLAs® and proposed adding
spare programmable product lines, input
lines, and output lines to protect against all
types of possible defects. This technique
resembles the redundant row/column
scheme for memory ICs. However, unlike
memory ICs, where all defects can be iden-
tified by applying test patterns externally,
the identification of defects in a PLA re-
quires some built-in testing aids, like adding
inputs to the AND plane.

Defect-tolerant PLAs with spare pro-
grammable product lines and added inputs
for defect identification have recently been
implemented within a 16-bit microproces-
sor.” This microprocessor also includes a
defect-tolerant data path. A micropro-
cessor’s data path includes arithmetic and
logic units, registers, and buses and usually
occupies a large percentage of the overall
area. A bit-sliced data path, with the inclu-
sion of one or more spare slices, can exploit
the regularity in the circuit. However, not all
parts of the data path are regular. For ex-
ample, the logic circuits associated with the
status bits are highly irregular. Since we

cannot replace such parts with common
spare circuits, we must exclude them from
the bit-slice organization.

In logic ICs with irregular structures,
duplication or even triplication of certain
circuits might prove beneficial. If we use
duplication, we must employ fault identifi-
cation and then restructuring after manufac-
turing. In the case of triplication, we can
avoid these additional steps by using a ma-
jority voter at the output, if only one defec-
tive circuit out of the identical ones is al-
lowed to fail.

In its attempt to build a mainframe based
on wafer-scale emitter-coupled-logic tech-
nology, Trilogy employed replication for
defect tolerance in random logic. However,
the extremely large overhead (2-fold and up)
associated with these techniques has sub-
stantially limited their use in general.

Wafer-scale integration. As we have
seen, some manufacturers have already suc-
cessfully employed on-chip fault tolerance
to enhance the yield of high-density semi-
conductor memory chips. That approach
works because, given the regular structure of
memory cell arrays, a small amount of re-
dundancy only slightly increases the circuit
area while significantly increasing the num-
ber of good dies obtained from a wafer.

Since regular structures seem better suited
for on-chip redundancy, processor arrays
look like attractive candidates for full-wafer
integration. Array architectures are being
widely investigated to speed up the perform-
ance of computer systems through parallel-
ism. For well-matched problems, they prom-
ise orders of magnitude improvement in
performance over traditional sequential
computers. If we could sufficiently reduce
the cost and size of such specialized parallel
processing arrays, they would be much more
widely used.

Realizing the desired cost and size reduc-
tions for parallel processing arrays depends
on VLSI and wafer-scale integration (WSI)
technology. Implementing a processor array
in a monolithic integrated package can also
facilitate significantly greater operating
speeds, because interprocessor signals will
not have to be driven off chip. Off-chip
signal propagation in metal-oxide-semicon-
ductor VLSI systems is considerably slower
thansignal propagation within the chips. The
same problem exists, to a lesser extent, with
the new silicon-on-ceramic and silicon-on-
silicon hybrid technologies competing with
WSI for high-density packaging.

As device dimensions shrink further into
the submicron range, reducing channel tran-
sittimes to tens of picoseconds, this problem
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will become more acute. Signal propagation
delays can critically limit the operating
speed of VLSI systems, particularly highly
pipelined array architectures employing
fine-grained pipeline stages and extremely
high clock rates. For example, a 330-MHz
pipelined array multiplier reported by
Siemens in West Germany would likely not
be viable in a multichip implementation.
Since many proposed array architectures
require considerably more silicon than a
conventionally sized die, the designs will
clearly require WSI technology to achieve
their full potential. Such an implementation
might also improve reliability by eliminat-
ing mechanical and electrical failures often
observed at the pins and interconnection of
traditional board-level designs.

Several defect-tolerance approaches have
been proposed for processor arrays. In one of
the earliest schemes, the row and column
exclusion approach,® redundant rows and
columns of processors are implemented in
the array. Each processor converts into a
connecting element (CE) if required. If so, it
no longer performs computational opera-
tions but merely passes signals from input to
output. If a processor in the array fails, all
other processors in the row and column
containing the failed processor become CEs,
as shown in Figure 4. A reconfigured fault-
free array with one less row and column
results. The failure of a horizontal (vertical)
link between two adjacent processors re-
quires turning only the processors along the
corresponding row (column) into CEs.

While attractive in its simplicity and low
hardware overhead, the above scheme only
proves effective when we expect few fail-
ures. Since an entire row and column must
usually be disabled for each fault, multiple
faults quickly degrade the array. To get
around this problem, several other restruc-
turing schemes have been proposed.

Figure 5 illustrates a simple scheme that
adds spare columns to the array. The proces-
sors are reindexed in their rows so as to skip
over the faulty processors. Once the reindex-
ing has completed, the appropriate vertical
connection can be made. For s spare col-
umns, this scheme can tolerate up to s faults
in each row. However, it requires a complex
switch and interconnection structure to sup-
port this reconfiguration. Increased inter-
connection complexity can reduce yield
because of increased area and also because
of the possibility of defects in the intercon-
nection.

A large number of other restructuring
schemes for mesh arrays have been pro-
posed. The objective generally is to reduce
the probability that an available spare cannot
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Figure 5. An improved reconfiguration strategy.

replace a failed processor, while minimizing
the restructuring overhead. Obviously, the
more elaborate schemes only benefit arrays
of relatively large processors, where the total
silicon area consumed by the processors is
large compared to the redundant intercon-
nection.

The reconfiguration approach employed
in Figure 5 can lead to relatively long links.
This can negate the performance benefits of
WSI, particularly in synchronous designs,
where we must slow the clock to accommo-
date the longest delay. Furthermore, since
we do not know a priori which interconnec-
tions will need reconfiguration to bypass
failed nodes, we must implement all inter-
connections with powerful driver circuits
capable of driving the worst-case restruc-
tured interconnections with acceptable de-
lay. This can impose very significant area,
power, and delay penalties on the design.

An alternative allows us to ensure at de-
sign time that the restructured interconnects
will be short and bounded in length. The
interstitial redundancy scheme?® illustrated in
Figure 6 achieves this. This approach sys-
tematically introduces spare processors
throughout the array. Each spare can replace
any neighboring primary processor. Since
the reconfiguration is local, restructured

interconnections stay short. Optimal assign-
ment of spares to failed primary processors
employs a bipartite graph that has failed
primary processors as one set of vertices and
operational spares as the other set. An edge
connects a failed primary to a spare if the
spare can replace it. Well-known matching
algorithms can quickly find an assignment
that covers all the failed primary processors,
if such an assignment exists.

Researchers using defect-tolerance strate-
gies similar to those outlined above have
implemented a number of experimental
wafer-scale systems. Digital signal process-
ing systems fabricated through Restruc-
turable VLSI technology developed at Lin-
coln Labs have demonstrated the practicality
of wafers with a few heterogeneous cell
types. The ESPRIT (European Strategic
Programme for Research in Information
Technology) project also aggressively pur-
sues WSI, including memory, microproces-
sor, and array processor designs.

The ELSA (European Large SIMD Ar-
ray) two-dimensional array processor'?
employs a two-level hierarchical defect-tol-
erance approach. Since the processors oper-
ate on a single bit at a time, they are quite
small, and several (12x7) can fit on a con-
ventionally sized chip measuring 6x6 square
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Figure 6. The interstitial redundancy scheme.

millimeters. One column within this chip is
redundant, so it can tolerate a single fault and
still form a 12x6 array. At the waferlevel, the
chips are connected by a two-track intercon-
nection network which can bypass faulty
chips that contain more than one faulty proc-
essor or fail for other reasons.

The 3D Computer being developed by
Hughes Research Laboratory from wafer-
scale circuits employs the interstitial redun-
dancy scheme to ensure short restructured
interconnections. The physical location of a
cell is close enough to its logical location in
the array to permit making the interwafer
connections between the cells. A 32x32
processor prototype rated at 600 million
operations per second has already been
demonstrated, and a 128x128 design is
under development.

Yield estimations

Designers considering a defect-tolerance
technique for a VLSI circuit must estimate
the projected yield. This allows them to
determine the optimal amount of redun-
dancy and the suitability of a proposed re-
configuration scheme.

The difficulty in modeling the yield of
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fault-tolerant IC chips arises mainly from the
clustering of manufacturing defects during
chip fabrication. Yield modeling proves
relatively simple when we use Poisson sta-
tistics to describe the distribution of faults
per chip. According to this distribution, the
probability of having exactly x faults in a
chip is given by

e—). AX

Prob (X =x} = o )

where X is a random variable denoting the
number of faults and A denotes the average
number of faults expected per chip. For chips
with no redundancy the yield is

Y=Prob{X=0}=¢ )
As discussed earlier, the average number of
faults per chip is given by

A=Y dA® (3)

i
where d, represents the density of type i
defects and A ¥ is the critical chip area for
type i defects.

Practitioners have known since the early
days of IC manufacturing that the above
yield formula is too pessimistic and leads to
predicted chip yields lower than actual

yields. It later became clear that the low
predicted yield resulted from ignoring the
clustering of faults, a phenomenon observed
in practice.

Proposed modifications to the above yield
formula attempt to account for fault cluster-
ing. The most commonly used modification
assumes the number of faults to be Poisson
distributed, but considers the parameter A to
be a random variable rather than constant.
Making A a random variable results in clus-
tering of faults, no matter what the type of
distribution assumed for A.

We obtain the modified yield formula by
averaging yield formula (2) with respect to a
probability density function of A, denoted by
0

r-| (b dh @

The function f{A) is known as a compound-
ing function. Several compounding func-
tions proposed in the past lead to different
yield formulas. A common one, the Gamma
distribution,'! results in the well-known
yield formula

Y=(1+A0)® 5)

where o is called the clustering parameter
and A is the average number of faults per
chip. We can show that A is, in effect, the
expected value of 1. When the clustering
parameter ¢ is large, that is, when at—eo, the
yield in expression (5) becomes equal to
yield formula (2). This represents the case of
random faults and no clustering. Smaller val-
ues of a indicate increased clustering. Ex-
perimentally derived values for o typically
range between 0.3 and 5.

Applying the same compounding proce-
dure to the Poisson probability function for
the number of faults in expression (1) results
in the negative binomial distribution:

Prob {X =x} L@ +x) (7_:/(1)’
Ty (1+hjo)***

(6

Yield formula (5) accounts only for faults
resulting from spot defects. To account for
gross area defects affecting large wafer ar-
eas, we must include a gross yield factor Y,
in the yield model:

Y=Y,(1 + Moy @ @)
Yield models for chips with redundancy. 1C
chips frequently include several replicated
circuit modules. We can often use chips
containing anumber of identical modules (of
one type or more) even if some of the mod-
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ules do not function correctly, obtaining in
this way partially good chips. Alternatively,
we can add a few redundant modules to the
design and accept only those chips with the
necessary number of fault-free modules.

Consider chips with a single type of iden-
tical modules. Let N denote the number of
these modules. Define the following proba-
bility:

ay n = Prob {Exactly M out of the N

modules are fault—free} 8)
We can use this probability to calculate the
yield of chips with redundancy and the yield
of partially good chips. Forexample, if R out
of N modules are spares, meaning that a chip
with at least (N-R) fault-free modules is
acceptable, then the yield of the chip is given
by

N
Y=Y, ay N 9)
M=N-R
To derive an expression for a,, , we need

toknow how to calculate the yield of a subset
of M modules. To this end we have to make
some assumptions regarding the change in
the parameters A and o of the yield formula
when considering partial areas. The average
number of faults depends linearly on the
number of modules, M. However, the de-
pendence of the clustering parameter, &, on
M is less straightforward.

Most papers on IC yield that took fault
clustering into account assumed the
parameter o is the same when considering
the whole chip or only part of the chip. This
assumption was based on “large-area clus-
tering,” meaning the clusters of defects ex-
ceed the chip size. This assumption often
proved reasonable, since most clustering is
caused by wafer-to-wafer variations of fault
densities, especially for small-area chips.

If we assume large-area clustering, we
can calculate a,,, by first computing the
probability that a given number of faults
occurs in the complete chip, then distribut-
ing these faults uniformly among the N
modules. Thus, the probability that exactly
(N~M) modules will contain faults is

- Prob {Xy=x}
(10

oo
)
Z Qx,(N— M)

x=N-M

Ayn =

where Prob{X, = x} is the probability that
the chip has x faults and QXJ.“‘“ is the proba-
bility that, given x faults, the faults are dis-
tributed among exactly j out of N modules.
Assuming that faults are distinguishable, the
latter equals
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Figure 7. The effective yield versus amount of redundancy (Y, = 0.9).

J . x
o = X o (D) (VPIF]

forx2jand0<j<N an
If we assume the negative binomial distribu-
tion from expression (6), then the above
equation yields

N-M
Gy = T CO* MM aG

M+ AT
[1+ :'x ] (12)

We obtain the negative binomial distribu-
tion from the Poisson distribution by averag-
ing over all values of A, using the Gamma
distribution function. This compounding
procedure can be applied to any statistical
measure. We can derive an expression for
the desired measure by assuming the con-
venient Poisson distribution (whose most
useful property is the statistical independ-
ence between faults in different modules).
We can then apply the compounding proce-
dure to obtain the required expression for the
negative binomial model. This powerful
compounding procedure has been employed

to derive yield expressions for interconnec-
tion buses in VLSI chips'? and for partially
good memory chips."

The simple architecture analyzed in the
preceding section is an idealization; actual
chips rarely consist entirely of identical cir-
cuit modules. All chips include support cir-
cuits (like power supply lines, clocks, input
and output buffers, etc.) shared by the repli-
cated modules. The chips become unusable
when support circuits are damaged. Since
the clustering of the support circuit faults is
not independent of the clustering of the
module faults, we need to include in expres-
sion (12) the average number of faults that
cause defects in these support circuits. This
results in

N-M
Aun = k:zé D (N;M) (1[:]4)
[1+KCK+(M+k)X]-“

o (13)

where A, is the average number of fatal
faults — or chip-kill faults — in the support
circuits.

We restricted the discussion above to the
case where redundancy is provided to toler-
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ate faults in a single type of circuit modules.
However, the results have been extended to
fault-tolerant chips with multiple types of
modules.'?

The yield expression in (9) can help us
find the optimal amount of redundancy for a
given fault-tolerant scheme. The optimal
redundancy maximizes the number of ac-
ceptable chips per wafer. When the redun-
dancy increases, the yield of the individual
chip tends to increase, but the number of
chips per wafer tends to decrease. We there-
fore need to maximize the effecrive yield,
which is the chip yield multiplied by the ratio
between the number of chips with and with-
out redundancy on the same size wafer.

Figure 7 depicts the effective yield of the
four-processor chip described at the begin-
ning, with the yield of a single processor
being 0.5. Unlike the simplified analysis
given earlier, here we take into account the
clustering phenomenon and the gross yield
factor ¥, for which we assume the value 0.9.
Also, assume defects in the reconfiguration
overhead area (for switches and interconnec-
tions) are chip-kill faults.

The four curves in Figure 7 show that the
effective yield increases when we incorpo-
rate redundancy into the design until we
reach an optimal value of redundancy. Be-
yond this value, the effective yield declines;
additional redundancy contributes only to
the area, not to the number of acceptable
chips per wafer. As shown in Figure 7, the
optimal redundancy for a=5 (only limited
clustering) is R=4. This is independent of the
reconfiguration overhead, which changes
from O to 1 times the area of one processor.
The resulting number of acceptable chips
from the wafer differs, though. We can ob-
tain this number by multiplying the effective
yield by the number of chips when no redun-
dancy is introduced (that is, 60). Thus, an
average of 10.11 and 18.88 acceptable chips
per wafer are predicted for reconfiguration
overheads of 1 and 0, respectively.

Clustering affects the projected yield and
the resulting optimal amount of redundancy.
For example, for a=1 the optimal redun-
dancy is 2, with a projected number of ac-
ceptable chips of 11.64 and 17.84 for over-
heads of 1 and 0, respectively. Ignoring the
clustering phenomenon for the sake of sim-
plifying the task of yield projection might
lead to incorrect decisions regarding the
amount of redundancy to incorporate.

efect-tolerant techniques for VLSI
circuits have made remarkable
progress in recent years. As we

begin the 1990s, the theoretical approaches
for introducing and optimizing redundancy,
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as well as restructuring technologies, appear
to be in place for more widespread use of re-
dundancy for yield enhancement. Mean-
while, as VLSI feature sizes approach physi-
cal limits, it is likely the need for larger area
chips to meet the growing demand for more
complex monolithic systems will become
much more pressing. We can expect the use
of defect-tolerance techniques to provide
viable yields for these large chips to become
routine in such an environment.

The largest circuits achievable through
defect-tolerance techniques are full-wafer
designs. After the disappointments of the
early 1980s, progress here appears on track.
Tadashi Sasaki, in his invited talk at the 1989
International Conference on Wafer-Scale
Integration, pointed out that earlier trends
(including those underpinning Japanese
long-range planning) had predicted a WSI
technology in place by the year 2000. How-
ever, progress has outstripped this schedule,
and we can expect to see WSI systems in the
1990s.

Just as the most widespread use of defect-
tolerant design today occurs in memory cir-
cuits, the first large-volume wafer-scale cir-
cuits will also likely be memory systems.
One such circuit, the 40-megabyte wafer-
stack module recently developed by An-
amartic, consists of two 6-inch-diameter
wafers. This module relies on the already
well-established theory of fault tolerance in
VLSI circuits and the well-developed tech-
nology of restructuring. Future circuits will
as well. B
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