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Designing Interconnection Buses in VLSI 
and WSI for Maximum Yield 

and Minimum Delay 

Abstract-It has been a common practice in recent publications con- 
cerned with fault tolerance in VLSI and WSI to assume that interconnec- 
tion buses can be designed to be almost defect-free by enlarging the width 
of the lines and the spacing between lines. Although this assumption may 
be valid in many cases, the cost-effectiveness of this proposed “robust” 
bus layout is questionable especially in the case of wide buses (e.g., 32 bit 
wide). 

In this paper we derive exact expressions for the yield of an intercon- 
nection bus as a function of its physical dimensions and the parameters 
and distribution of the possible open-circuit and short-circuit defects. We 
also examine the effect of introducing redundancy into the bus and obtain 
the optimal layout of a given bus (with and without redundancy). 

Any change in the layout of a bus may affect the propagation delay of 
the bus and, as a consequence, the performance of the VLSI chip. Hence, 
the delay of the designed bus in addition to its yield must be taken into 
account when determining the final layout of the bus. Both yield and delay 
are discussed in this paper through several numerical examples. 

Index Terms --Interconnection bus, yield, delay, VLSI, redundancy. 

I. INTRODUCTION 

ITH THE recent advances in technology the role of W interconnections in VLSI chips is becoming ever 
more important. The minimum feature size of VLSI cir- 
cuitry continues to decrease on one hand and the size of 
the chips is increasing on the other hand. The smaller 
feature size of transistors results in faster circuits. How- 
ever, if the interconnections are scaled by the same factor 
as transistor dimensions, the propagation delays remain 
the same while the transistor delays decrease. Thus, the 
delays associated with long interconnections begin to 
dominate the performance of VLSI chips [lo]. 

Improvements in material technology allow now the 
fabrication of large-area chips consisting of an increasing 
number of functional units requiring a larger number of 
relatively long interconnections. Consequently, the per- 
centage of chip area occupied by interconnections (and 
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their associated circuitry) is increasing and as a result 
manufacturing defects are more likely to occur in intercon- 
nections. 

In order to reduce the propagation delays of long inter- 
connections, designers have started to use wider and thicker 
(relative to transistor dimensions) interconnection lines 
and design more elaborate drivers for them [l]. 

A similar remedy (i.e., enlarging the physical dimensions 
of the interconnections) has been proposed in order to 
reduce or even eliminate the effect of manufacturing de- 
fects occurring in interconnection buses. This is based on 
the fact that manufacturing defects occurring in the area 
used up by interconnections do not necessarily result in 
logical faults which in turn cause erroneous behavior of the 
chip. For example, a short-circuit type defect occurring in 
the spacing between two adjacent lines can be harmless if 
its size is smaller than the spacing between the two lines 
PI, [121. 

However, as has already been recognized, there are 
optimal values of the physical dimensions of interconnec- 
tions beyond which any further increase will not reduce 
the propagation delays but will only increase the chip area 
[l]. An important question therefore is whether we have a 
similar phenomenon when the yield of these interconnec- 
tions is considered. Specifically, is a further increase in the 
cross-sectional dimensions of interconnections (beyond the 
values determined by performance considerations) a cost- 
effective way to enhance yield? 

Here we should also examine the possibility of introduc- 
ing redundancy into the interconnection bus. Instead of 
enlarging the width of interconnection lines and the spac- 
ing between them, redundant lines that will replace defec- 
tive ones can be added. 

Our objective in th s  work is to model interconnection 
buses in VLSI chips and study the effects that the various 
physical dimensions of interconnections have on yield and 
propagation delay. In the next section, the dependence of 
the propagation delay of interconnections on the cross-sec- 
tional dimensions of the lines is presented. In Section 111 
we derive expressions for the yield of an interconnection 
bus as a function of its dimensions. Some numerical exam- 
ples are presented and discussed in Section IV. Final 
conclusions are presented in Section V. 
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Fig. 1. Physical dimensions of an interconnection bus. 

11. PROPAGATION DELAY 

We consider a system bus which connects several func- 
tional units within a VLSI chip like an execution unit, a 
register file, an on-chip cache unit, etc. Such a bus typi- 
cally has N = 32 lines and its total length, denoted by L, 
might be of the order of fi where A is the c h p  area. Each 
of the interconnection lines has a width of w and a 
thickness (or height) of h. Two adjacent lines are separated 
by a distance of s and the thckness of the field-oxide layer 
underneath the lines is denoted by f. These dimensions are 
depicted in Fig. 1. 

An expression for the propagation delay of an intercon- 
nection line has been derived by Sakurai [8]. The following 
approximation for this expression (neglecting the load 
capacitance) was then presented in [l]: 

where p is the resistivity of the interconnection line, R I ,  is 
the resistance of the transistor driving the line, and C is 
the sum of the capacitance between the line and the silicon 
substrate and the capacitance between adjacent intercon- 
nection lines separated by a distance s. An approximation 
for C appears in [9] and has the following functional form: 

C =  L . K  

where 

Substituting into (1) yields 

1 
wh 

T=2.3,R,;L.K+p.L2.- .K (3) 

From (3) it is evident that if all cross-sectional dimensions 
of the interconnection lines are scaled by the same factor 
S,. as used for transistors (i.e., ideal scaling), then the 
propagation delay T remains roughly the same while the 
gate delays decrease by Sc. We reach therefore a point 
where the interconnection propagation delay limits the 
overall chip performance. The situation becomes even more 
severe when larger chips are designed and fabricated. 
These chips have longer interconnection buses and since 
the propagation delay according to (3) increases with L2 it 
completely dominates the chip performance. 

Several techniques for speeding up the signals propagat- 
ing through long interconnections have been suggested and 
used in practice. One is to scale down the dimensions of 
the interconnecting lines not as aggressively as the dimen- 
sions of transistors. For example, various nonideal scaling 
schemes are presented in [l] according to which some of 
the dimensions of interconnecting lines are reduced only 
by & resulting in a smaller delay by almost E. 

However, even if all cross-sectional dimensions of the 
interconnection lines are kept relatively high (compared to 
the transistor dimensions), the propagation delays of long 
interconnections may still be too large. T h s  is due partly 
to the L2 factor in ( 3 )  and mostly to the fact that larger 
transistors are needed to drive the wider interconnections 
and these drivers have a large turn-on time. The latter 
implies that there are optimal values for the cross-sectional 
dimensions of interconnection lines and increasing the 
dimensions beyond these values will not reduce the propa- 
gation delay any further. In [l], these optimal values were 
obtained from 

L 

wh 
2.3. R,, 2 p- . (4) 

Consequently, other techniques for shortening intercon- 
nection delays have been proposed like the use of repeaters 
or cascaded drivers. Repeaters divide the interconnection 
line into smaller subsections attempting to make the time 
delay linear with length. Cascaded drivers replace the 
single large transistor whch is needed to drive the inter- 
connection line, in an attempt to reduce the turn-on time 
of the driver. 

The question that we answer in this paper is whether a 
similar phenomenon exists when the yield of buses is 
considered. Specifically, are there values of the cross-sec- 
tional dimensions of interconnections beyond which any 
further increase (with the goal of yield enhancement) has a 
decreasing cost-effectiveness? In addition, does the alter- 
native approach to yield enhancement through redundancy 
have a hgher cost-effectiveness? If the answer to the first 
question is positive, then the relation between the optimal 
values of the dimensions with respect to performance and 
those with respect to yield is of great interest. 

111. YIELD 

Manufacturing defects occurring in interconnection 
buses may break an interconnection line or short-circuit 
two adjacent lines. The size of defects has been observed to 
be independent of the physical dimensions of the intercon- 
nection line. We may therefore reduce the probability that 
a defect will result in a logic failure by increasing either the 
width of the line and/or the spacing between lines. 

Another alternative for achieving the same goal of yield 
enhancement is adding some redundant lines to the bus. 
These redundant lines will be switched in upon occurrence 
of a defect in an interconnection line or in the associated 
transceiver circuitry. 
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It is clear that any of these changes will increase the 
yield of the interconnection bus, increasing at the same 
time the area used up by the bus (possibly beyond what is 
needed to achieve the required speed of propagation). An 
exact analysis is therefore required to determine which of 
the two schemes (if any) or which combination of the two 
is more cost-effective. 

To perform this analysis we introduce the following 
general layout for an interconnection bus. If a bus consist- 
ing of N parallel lines is required, we first partition its 
lines into G groups of m lines each so that N = m -  G .  We 
then lay out n 2 N lines partitioned into g >, G groups (of 
m lines each), satisfying n = m ‘ g .  The spacing between 
any two wires in the same group is s, while the spacing 
between any two adjacent groups is sgr 2 s. The purpose of 
this partitioning is to reduce the number of switches that 
will be required for replacing defective lines by redundant 
ones. Here we assume that when a line is found faulty, its 
entire group is replaced by one of the defect-free spare 
groups (if such exist). The spacing between two adjacent 
groups is allowed to be larger than s to lower the probabil- 
ity of a short-circuit defect between the two groups. 

Note that the above general description includes as 
special cases many alternative layouts. For example, n = N 
indicates that no redundancy should be introduced into 
the bus while m = 1 means that wires should be replaced 
individually rather than in groups. 

A .  The Statistical Model 

We next present an analytical model on the basis of 
which we will determine the effect of a given layout on the 
yield of an interconnection bus. T h s  model will enable us 
to find the optimal layout for any given set of system 
parameters. The proposed model can be easily modified to 
cover a wide range of assumptions regarding the types of 
manufacturing defects, their sizes, and their distribution 
on the wafer area. 

When a bus consisting of g groups of m wires each is 
manufactured, some of its g groups may be defective. We 
denote by T the number of defect-free groups in the 
manufactured bus. The bus is operational if T >, G ,  where 
G = N / m .  Clearly, T is a random variable depending on 
the number of defects occurring in the wafer, their type, 
size, and distribution over the wafer area. The yield of the 
bus is defined as the probability P{ T 2 G }, and to calcu- 
late this probability we must assume some statistical model 
regarding the defects. 

It has been generally agreed upon (e.g., [3], [ll], [12]) 
that since in practice defects are clustered rather than 
evenly distributed throughout the wafer, the very conveni- 
ent Poison distribution does not adequately model manu- 
facturing defects. Clustering of defects can be modeled by 
assuming that the number of defects per area unit is 
Poisson distributed as in ( 5 ) ,  with the parameter A being a 
random variable: 

Axe-’ 

X! 
P r { X = x }  =-. ( 5 )  

The mere fact that A is a random variable rather than a 
constant, no matter what type of distribution it follows, 
yields increased clustering. 

One possible choice of a distribution function for A,  as 
suggested in [ll], is the Gamma distribution with two 
parameters a and y: 

Averaging A in (5) with respect to (6) results in the defects 
per unit area being distributed according to the negative 
binomial distribution: 

One of the most useful properties of the Poisson distribu- 
tion, which the negative binomial distribution lacks, is the 
statistical independence between defects in two disjoint 
areas. To overcome this difficulty and calculate the yield 
under the negative binomial distribution assumption, we 
suggest a method which is based on the well-known total 
probability theorem. As a first step we assume Poisson 
distribution for the defects, utilizing the independence 
property of this distribution to calculate the yield for a 
fixed value of A. We then average the result over all values 
of A ,  using the Gamma density function, thus obtaining 
the yield for the negative binomial model. Note that t h s  
method can be utilized to calculate any statistical measure 
under a wide variety of fault distributions. 

We proceed by describing the different types of defects 
that may occur in interconnection buses. Manufacturing 
defects can occur in any one of the photolithographic 
processing steps that the wafer undergoes. Some defects 
may result in missing patterns or open circuits while other 
defects may result in extra patterns or short circuits. We 
call these Type 1 and Type 2 defects, respectively. The 
frequency of Type 1 defects does not necessarily equal that 
of Type 2 defects. Therefore, we assume that the number 
of Type i ( i  =1,2) defects per unit area follows a Poisson 
distribution with a parameter A,. We further assume that 
A, and A, are independent random variables, with A ,  
being Gamma distributed with parameters a, and y, ( i  = 
1,2). - Thus, - the average density of Type i defects, denoted 
by A,, is A ,  = y,a,. 

A manufacturing defect does not necessarily result in a 
faulty circuit. For example, a Type 1 defect will result in 
an open circuit only if its size is sufficiently large com- 
pared to the width of the conductor and, in addition, its 
“center” lies within some critical section of the conductor. 
If one of these conditions is not satisfied, the defect will 
cause no harm to the bus. Similar conditions have to be 
satisfied by Type 2 defects where the spacing between two 
adjacent conductors (instead of the width of a single 
conductor) is considered. 

For convenience, we adopt the assumption made in [2] 
and [12] that a defect is circle shaped and we denote its 
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diameter by d. Experimental data about defects in many 
wafers lead to the conclusion that the diameter d of a - - ~ - -. - - - - - - - - - - - - 

b 
s 

This yields the following probability: 

\ L  A 

(9) 

It was also observed that random defects are rarely larger 
than two line widths or spaces. Hence, we may assume, for 
mathematical tractability, that a Type 1 defect can cause at 
most one open circuit and a Type 2 defect can cause at 
most one short circuit. 

The first step in calculating the yield P ( T >  G )  will be 
to find the fraction of defects that actually cause faults. 
Consider Type 1 defects and denote by 8, the probability 
that such a defect will cause an open-circuit fault. A 
circle-shaped Type 1 defect of diameter d, will disconnect 
the conductor (shown in Fig. 2)  if its center lies at a 
distance y of length d , / 2  or less from the farthest side of 
the conductor. Due to symmetry and based on the assump- 
tion that a single Type 1 defect can disconnect at most one 
conductor, we have to consider y only in the range w / 2  G 
y G w + s / 2 .  Assuming that the defect center location is 
uniformly distributed in the above range of size ( w  + s ) / 2 ,  
we obtain 

Integrating over y using the second part of (9) (since x,(l) 
is usually very small, close to the maximal resolution of the 
lithography process) yields 

x m  
2 w ( 2 w  + s )  

e, = 

(This result, although differently derived, appears in [12]) .  
We next define 8, and 8, as the probabilities that a 

Type 2 defect will cause a short-circuit fault, when its 
center is located between two wires in the same group or 
between two adjacent groups, respectively. Similarly to 

The products A,8,, A,&, and A28, are, therefore, the 
parameters of the Poisson distributions of the three types 
of circuit faults and the average densities of these faults 
are x,8,, %,e,, and %,e,, respectively. 

We proceed by defining the event E, as the event in 
which the ith group of wires is operational ( i  = 1; . e ,  g ) .  
The yield can now be expressed in terms of the events E, 
as the probability of at least G out of the g events 
E,, . . , E, occurring, namely 

y i e l d = P ( T > G ) = P { U ( E , , n  . . .  (13) 

where the union is taken over all (i) subsets of size 
G,{i1;..,iG}, out of the set of indices {l; .- ,g}.  

To calculate this probability, we utilize the well-known 
“ inclusion and exclusion” principle, obtaining 

where W ( k )  is the sum, over all ( E )  subsets of size k ,  of 
the probability that all groups in the subset are oper- 
ational, namely 

W ( k ) =  P ( E , , n . . . n E l A )  . (15)  
( 1 1  1 .  ’ . . l k  1 

To calculate W ( k ) ,  we first calculate W,(k) ,  which de- 
notes the sum of probabilities in (15), for given values of 
A, and A,. We then average W,(k)  over all values of A, 
and A,. Note that since two adjacent groups of wires have 
a common intergroup spacing sgr ,  the probability of some 
subset of k events occurring (which is the probability of 
the corresponding set of groups being operational) de- 
pends on the relative positions of the groups in the set. For 
instance, if all groups in the set are adjacent, there is a 
higher probability of this set being operational than if no 
two groups are adjacent, due to the larger area which has 
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to be fault-free in the latter case. The probability of a 

the area that these wires and the spacings among them 
cover, which is a function of the number of runs among 
the k groups. A subset of k groups of wires with r runs 
occupies an area of 

subset of k groups being operational actually depends on 
1 .o 

9 
F 
w 

J ; ( k m w  + k (  m - 1 ) s  + ( k  + r ) s g r )  .L  

part of which is susceptible to open-circuit faults and part 
of which is susceptible to short-circuit faults (these two 
parts are not necessarily disjoint). Hence, its probability of 

0: 
$ 0.5 
3 

being fault-free is 4 

p , ( k ,  r )  = e - A i b ’ , ~ m ( ~ + s ) l .  

. (16) . e - A,O, h ( n i -  1)(  w + J ) L ,  e -  A Z O 3 (  k + r ) (  w i s , , )  I 

Denote by R ( , g , h )  the number of subsets of size k out of 
{ 1,. . . , g } which contain exactly r runs, then 

r = l  

where 

Averaging P, (k ,  r )  over A ,  and A,  with respect to the 
corresponding Gamma density functions yields 

and 
k 

W ( k )  = R y 3 k ) P ( k ,  r ) .  (20) 
r = l  

Substituting (20) in (14) results in the final expression for 
the yield of the interconnection bus under the assumption 
of the negative binomial distribution of the faults. 

Note that by averaging P,(k ,  r )  using any other density 
function different from the Gamma density function, we 
obtain the yield of the bus for other fault distributions, all 
characterized by increased clustering compared to the 
Poisson distribution. 

IV. DISCUSSION 

Having obtained an expression for the yield of an inter- 
connection bus enables us to study the effect that a change 
in any interconnection bus parameter (namely, m ,  g, w, s, 
and s g r )  may have on the yield. Based on this we can then 
determine whether any silicon area added to the bus 

Wafer 

level 

neld 

----- No redundancy 
No redundancy I?) 
One redundant llne ( I )  

0.5 1 .o 1 . 5  

W l D M  

Fig. 3 .  The yield and wafer-level yield as fgnctions of \he line width 
for: (I) A, = 3 x lo-’, a, = 2, x,(l) = 0.6, A 2  = 2 x 10- , a2 = 2. and 
x (2) = 0,s with no redundancy and with on_e redundant line ( c  = 100); 
&d(ii) h , = 4 ~ 1 0 - ~ ,  a,=3,  x,(l)=O.9, A2=2x1O-’ ,  a 2 = 2 , a n d  
x,,(2) = 0.5 without redundancy. 

should be utilized for increasing the dimensions w and s 
or for incorporating some redundant lines into the bus. 

It is clear that any of these changes will increase the 
yield of the interconnection bus. However, the area used 
up by the bus is increased at the same time. T h s  in turn 
increases the total chip area, yielding a smaller number of 
chps out of a given wafer. Consequently, the cost-effec- 
tiveness of adding area to the bus has to be considered. 
Cost-effectiveness can be defined as the ratio of the yield 
to the area increase factor, obtaining the wafer-level yield 
[4]. Wafer-level yield can be interpreted as the percentage 
of good chips out of a given wafer. 

When calculating the area increase factor we distinguish 
between the following two cases. If only w and s are 
increased and no redundancy is incorporated into the bus, 
the resulting bus area is ( N .  w + ( N  - 1). s). L. If, however, 
redundant lines are added, the final bus area is ( n  . w + 
g( m - 1) 1 s + ( g  - 1). s g r ) .  L plus, the area needed for the 
switching circuitry controlling the selection of G defect-free 
groups from the total of g groups. Even if very advanced 
schemes for laying out these switches are employed, there 
is an area penalty involved which is at least of size O( g - 
G). In our numerical calculations we have assumed an area 
penalty of c . ( g -  G) where c is a constant coefficient. 
More accurate values can be used once the exact details of 
the final layout are known. 

Fig. 3 depicts the effect of an increase in the width w on 
the yield and wafer-level yield of a 32-bit bus of length 1 
cm, where the unit of width can be, for example, 1 pm. 
The three sets of curves in ths  figure correspond to 
different values of the Type 1 defect parameters and the 
amount of redundancy. The defect parameters are mea- 
sured using the same unit as for w, i.e., for a width unit of 
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1 pm, h,  is the average number of defects per 1 pm2 and 
x , ( i )  is the median of the defect size distribution in 
micrometers ( i  =1,2). All three curves in Fig. 3 illustrate 
the fact that there is an optimal value of w beyond which 
the cost-effectiveness of increasing the width is decreasing 
although the yield itself might still increase. 

An interesting question is the relation between the opti- 
mal width as determined by yield considerations and that 
determined by performance considerations. A very im- 
portant conclusion that we can draw from our analysis is 
that in many practical cases the optimal interconnection 
line width for minimizing the propagation delay exceeds 
the optimal width for maximizing wafer-level yield. For 
example, in [l] it is shown that for a 1-cm aluminum line 
with a l -ka driver resistance, the optimal width to achieve 
minimum delay is above 1 pm. In all three cases in Fig. 3 
the optimal value of w is smaller than 1 pm, even in case 
( i i )  for which extremely high values of the defect parame- 
ters were selected (i.e., h, = 4 X  IOp6 defects/pm2 = 400 
defects/cm2 and x,(l) = 0.9 pm). Consequently, when the 
initial width is determined so as to minimize the propa- 
gation delay, in most cases we are already beyond the 
point of diminishng returns (when yield is considered). 
We can not benefit from any further increase in w .  

Similar curves (to those in Fig. 3) for the yield and the 
wafer-level yield as a function of the spacing s were 
obtained but are not shown here for the sake of brevity. 
This again demonstrates the fact that there is an optimal 
value of the spacing between adjacent lines (with respect to 
wafer-level yield) and any increase in s beyond its optimal 
value has a decreasing cost-effectiveness. 

The optimal value (with respect to yield) of the width w 
of the interconnection line depends mainly on the values 
of the defect parameters, especially h,, a l ,  and ~ ~ ( 1 ) .  We 
studied the above dependence and concluded, as we had 
- expected, that the optimal value w increases when either 
A ,  or a1 or x,(l) increases. (A similar dependence exists 
between s and the corresponding defect parameters x2 ,  
a 2 ,  and x,(2).) Still, as illustrated in Fig. 3, for currently 
practical values of the above parameters we expect the 
optimal value of w when yield is considered to be lower 
than the optimal value when delay is considered. 

In the above discussion we assumed that any increase in 
w results in an increase in the bus area. Instead of increas- 
ing the area we may reduce the spacing s and keep the 
total area constant. We studied this alternative and some 
of our results are depicted in Fig. 4. This figure shows that 
for an increasing A, (with a constant h2), the optimal 
value of w increases, implying that the value of s de- 
creases. Thus, the optimal values of w and s are not 
necessarily equal, as a result of unequal values of the 
corresponding defect parameters. The curve for case (ii) is 
lower than the one for case ( i )  since it has larger values of 
Type 2 defect parameters resulting in larger values of s 
and, therefore, lower values of w.  

In the previous analysis there is an implied assumption 
that the decision whether to have redundant lines has 

0.3 
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Q 
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0 . 1  
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The optimal width as a function of the average defect density x Fig. 4. 
for: ( I )  a ,=2 ,  x,(l)=-O.6, X,=2,:10-7, a,=2.  x,,(2)=0.5; and 
( i r )  a ,=2 ,  x,(l)=O.6, X,=5x10- , a,=3,  ~ , ~ ( 1 ) = 0 . 7 .  

9 0.9 
W 
F 
-I 
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I 
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3 2 x  1 

r-.. 
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I 1 7 x 2  3 4 x  
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I 

Case ..-I 
. -. . .. ‘. 

- - - - - Case j?) 
Case (111) --- 

5. 1 0  

PERCENTAGE OF ADDED AREA 

Fig. 5. The optimal layout Qf an interconnection bus for: ( 1 )  x, = 3 X 
io-’, a , = 2 , x , ( i ) = o . 7 5 , ~ , = 3 ~ 1 0 - 7 , a , = 2 , x , , ( 2 ) = o . s , ( . = i o o ~  

X, = 2 ~ 1 0 - ’ ,  a, = 3, x,(i) = 0.75, X, = 3 x~o-’ ,  a2 =2, x , , ( 2 )  

10-6, a2 = 3, x,,(2) = 0.5, c=lOOo. 
=0.5, c=lOOO; and(iri)X1=3x10-‘, a,=3,  x,,(l)=O.75, X,=3x 

tiveness of introducing redundancy into the bus versus 
enlarging either w or s, we have to draw curves similar to 
those shown in Fig. 5. This figure shows the wafer-level 
yield as a function of the area added to a bus whose initial 
area is 64-104pm2 with w = s =1 pm. The values of the 
wafer-level yield correspond to the optimal (with respect to 
the yield) layout of the bus. 

If the area of the bus (in Fig. 5, case (i)) is increased by 
already been made. If we wish to examine the cost-effec- less than 3.25 percent, the added area is insufficient for 
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any redundancy and the best one can do is enlarge w. 
This, however, as is also evident from Fig. 3, has a decreas- 
ing cost-effectiveness. For a 3.25 percent increase in bus 
area, the addition of a single redundant line is feasible, 
resulting in an increase in the wafer-level yield. Further 
increase in the bus area is best utilized by enlarging the 
spacing sgr (rather than w), since the existence of a 
redundant line makes the bus less sensitive to open-circuit 
defects than to short-circuit defects which affect two ad- 
jacent lines. At 6.5 percent added area, the addition of a 
second redundant line is feasible, resulting in again an 
increase in the wafer-level yield. At 9.75 percent the ad- 
dition of a third redundant line is feasible, however, there 
is no increase in wafer-level yield simply because the yield 
of the bus is at this point very close to 1. 

Case (ii) in Fig. 5 has exactly the same defect parame- 
ters as case (i) but a different value of switching area 
penalty ( c  = 1000 pm2 instead of c = 100 pm2). Here, at 
4-percent added area, the addition of a single redundant 
line (which is then feasible) has a lower cost-effectiveness 
than a further increase in w due to the large switching area 
penalty. At 8-percent added area, the addition of a redun- 
dant pair of lines is feasible while adding two separate 
redundant lines is not yet feasible. The latter allows the 
replacement of any two faulty lines while the former 
allows the replacement of only two adjacent lines. The 
17 X 2 layout offers the highest cost-effectiveness until we 
reach 11.5-percent added area enabling two separate re- 
dundant lines, i.e., a 34 X 1 layout. 

Exactly the same points where the most cost-effective 
layout (when wafer-level yield is considered) changes from 
3 2 x 1  to 1 7 x 2  and then to 34x1  were observed in case 
(iii) in Fig. 5. Case (iii) has the same switchng area 
penalty as case (ii) but higher values of defect parameters. 
The latter causes higher increases in wafer-level yield. 

In summary, the optimal amount of redundancy is 
mainly determined by the switching area penalty, while the 
exact improvement in yield due to the added redundancy 
is determined by the defect parameters. Drawing a curve 
similar to those in Fig. 5 allows the designer to decide 
whether introducing redundancy into the bus is beneficial 
and what is the optimal bus layout. 

Another important conclusion that can be drawn from 
the previous examples and discussion is that for reason- 
ably high yield buses (above 0.50), the most cost-effective 
method to further enhance the yield is through redundancy 
while increasing the physical dimensions of the bus usually 
has a decreasing cost-effectiveness. T h s  has been observed 
not only for 32-bit-wide buses but also for as low as 
8-bit-wide buses. 

V. CONCLUSIONS 

The question of how to design interconnection buses in 
VLSI and WSI for maximum yield and minimum delay is 
the subject of this paper. A statistical model for defects in 
interconnection buses with or without redundancy has 
been presented and an expression for the yield was derived 

in Section 111. The yield was calculated using a new 
approach which can be utilized for calculating any statisti- 
cal measure under a wide variety of increased-clustering 
fault distributions. 

Based on the yield expression and the general discussion 
in Section IV, the optimal layout of a bus can be de- 
termined when wafer-level yield and propagation delays 
are considered. This also includes the decision of whether 
introducing redundancy into the bus is beneficial or not. 

In this paper we have concentrated on the optimal use 
of any silicon area added to an interconnection bus. Note, 
however, that the final decision of whether to add some 
area to a given bus (either for yield enhancement or 
performance improvement) should depend upon the alter- 
native uses of the added area. Partitioning the additional 
area among the interconnection bus and the other units 
within the chip may prove to be more cost-effective when 
either wafer-level yield or performance is considered. 
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