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Abstract

Recent advances in the integrated

computer-aided design tools (like silicon compi

circuit technology and development of advanced
lers) enable the design and implementation

of complex systems on a single large area silicon chip or even an entire wafer.

The design of complete systems on one piece of silicon can benefit from the main advan-

tages of wafer-acale in
severe pin limitation.

which do not exist when the different elements of a

rate silicon chips. First, defective system elements can
and they must be dealt with by introducing fault-tolerance
all designed elements must share
we

designed system. Secondly,
the same allowed power dissipation. Hence,

ation like faster communications, less p
owever, this "wafer-scale integration” in

steps and a less
uces new problems
tem are implemented on sepa-
neither repaired nor &_8-..%&
into the architecture of the
the same silicon area and
have to detarmine how to partition the

available area and the total allowed power dissipation among the different types of ele-
ments in order to optimise some objective function. These design problems may lead to
changes in well-established system architectures and development of new ones which may
be more appropriate to wafer-scale integration.

In this paper we
coupled multi-processor systems and
to optimize in this environment.

1. INTRODUCTION

Recent advances in VLSI technology and development of
new computer-aided design tools like silicon compilers en-
able the design and implementation of compiex computer
systems on a single silicon chip. This may be a iarge-area
chip (compared to chip areas nowadays) or even an en-
tice wafer. The design of complete systems on one piece
of silicon introduces new design problema which do not
exist when the different slements of the system are imple-
mented on separste silicon chips. As an example for this
new design environment we consider here closaly-coupled
multi-processor computer systems,

A multi-processor system implemented on a single silicon
chip can benefit from the main advantages of wafer-scale
integration, e.g, faster communications among the various
system elements and less expensive manufacturing steps
{i.e., there is no need to dice the wafer into individue! chips
and bond their pads to external pins). In addition, by
implementing the entire system on one piece of ailicon we
turn all previously external interconnections into internal
ones avoiding this way the problem of pin limitation (e..,
[Frwag2]).

*This work was supported in part by NSF under contract
DCR-85-(09423.
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illustrate this new design environment through the example of closely-
introduce several objective functions one may wish ‘

However, the well-established architectures of closely-
coupled muiti-processor systems are not always suitable
for direct VLSI imptementation. This is due to the fact
that different constraints have to be dealt with in this new
design environment. First, there is a finite amount of sili-
con ares which all types of system eiements must share; a
constraint that does not exist when every system element
is manufactured on a separate silicon chip. This implies
that we have to determine how many elements of each type
{e.g., processora, memory moduies, etc) we should include
in our design, given the ares required by each of these el-
ements. This should be determined in such a way so that
some system objective function {e.g., some performance
measure) will be optimiged.

Secondly, the fact that all the elements of the multi-
processor system shate the same piece of silicon poses a
reatriction on the total amount of power that can be dis-
sipated by the system. This restriction ia in most cases
more severe than the equivalent one for ordinary malti-
processors. If not all system elements dissipate the same
amount of power, the above restriction may result in the
inclusion of less than the optimal rumber of the high-power
elementa.

Thirdly, in the traditional assembling of multi-processors
only defect-free [Cs are used while the defective ones are
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discarded. This can not be done in the environment of
a wafer where several system elements are bound to be
defective and they can neither be repaired nor discarded.
This has two important implications: redundancy must
be incorporated into the design so that we will be able to
use the system in the presence of defects, and then, the
system has to be designed in a way that will allow ua to
interconnect most (if not all) of the defect-free elements
to form an operational muiti-processor. Thus, we must
devise fauli-tolerant architectures for these multi-processor
systems to be implemented on one piece of silicon.

These three factors, the finite amount of silicon ares, the
limited power dissipation and the need for fauli-tolerance,
may lead to different optimal designs of existing architec-
tures and development of new architectures.

REDUNDANCY IN MULTI-PROCESSORS

The closely-coupled multi-processor systema considered
here consist of several processors, memory modules and
a network interconnecting them. System level redundancy
can be easily applied to the processors and memory mod-
ules in a multi-processor aystemn by adding such redundant
elementa. The problem of introducing redundancy into the
network interconnecting the processors and memories (in-
cluding the redundant ones) is more involved. Here, fault-
tolerance must be introduced into the architecture of the
network to allow reconfiguration upon a fault or defect in
a switching element or an internal link so that most (if not
all) of the fault-free processors and memories will be inter-
connected. The best solution to be adopted might clearly
depend on the topology of the interconnection network.

1.

Several interconnection networks have been suggested for
multi-processor systems, such as the crossbar, the multiple
bus and many types of multi-stage networks (some of which
were shown to be topologically equivalent).

Crossbar networks have full-interconnection, non-blocking
characteristics but were usually considered prohibitively
expensive for systems with a large number of processors.
Consequently, other interconnection networks have been
proposed to provide objective-sffective processor-memory
communication. These include the multi-stage networks
and the multipie bus ones. Both have s lower maximum
bandwidth compared to that of a crossbar. However, the
potential bandwidth of the crossbar can not anyway be
fully utilized due to memory conflicts (i.e., two or more
processors attempting to acceas the same memory mod-
ule). Therefore, the replacement of a crossbar by a multi-
stage or a multiple bus network may only slightly degrade
the system performance. For example, in {LaVa82} it haa
been shown that for & multiple bus network with B busses,
P processors and M memories, the degradation in perfor-
mance with respect to the crossbar is only 5% if B = P/2
(and M = p),

On the other hand, the traditional comparison of complex-
ity between the crossbar and its alternatives may not be
valid in the wafer-scale integration environment. In the
ordinary integrated circuit environment, the complexity
of a network is measured by the number of its basic ele-
ments which are in our case switches (2 by 2 routers). The
number of these elements which are required in a crosabar
network is substantially higher than that in a multi-stage
network. In the wafer-scale integration environment the
total silicon area required for the layout of the intercon-
nection network is a more appropriate measure of network
complexity rather than the number of switching elements.

14

Since the connection paths among the switches use sub-
stantial amounts of silicon area, the total area taken by a
crossbar network is comparable to that taken by a multi-
stage network [Frans1|.

Consequently, in the wafer-scale integration environment
all three kinds of interconnection have to be considered
and appropriate redundancy schemes have to be developed,
e.g., [AdSi83], [Geor84|, |KuRe85], [Pala83] and [Tz YeBS5].

Multi-stage networks are very sensitive to failures of any
kind. They provide a unique path between any input mod-
ule and any output module and therefore, a single fault in
any internal switch or link will render some cutputs un-
reachable from certain inputs. Consequently, schemes for
introducing fault-tolerance into the architecture of these
interconnection networks have been suggested in several
recent publications.

If the main purpose of the edded redundancy is yield en-
hancement we may consider the possibility of increasing
the feature size of the silicon layout to reduce the proba-
bility that manufacturing defects will cause circuit failures.
Dafects that are too small compared to the width of lines
or the spacing between lines, may be harmless to the elec-
trical performance of the circuit. Therefore, increasing the
feature size will reduce the percentage of defects that cause
circuit failures. However, increasing the feature size of all
the devices within a system element will result in a larger
total areas of that element and as was shown in {Stap84|
the increased area may cancel the effect of reduced failure
density. Still, increasing feature aize may have the desired
effect of yieid enhancement in restricted situations. For ex-
ample, when laying out an interconnection bus of a given
length, a larger feature sise will result in an increased width
of the bus but may leave the length unchanged. Thus, the
change in total area will not cance! out the effect of reduced

failure density.
Let w and s denote the width of a single conductor and

the spacing between two adjacent conductors within a bus,
respectively. Let g be the factor by which we increase the
feature sise. Thus, both w and + are increased by # and il
the bus length remains unchanged the total ares of the bus
is increased only by 5. Ii has been shown in [StapB4| that
the probability that s photolithographic defect will result
in eithet an open circuit in a conducting line or a short
circuit between two adjacent lines is given by,

x3

.u._qﬁui + 4)

2] (2.1)

where xo is the defect size with the highest relative defect
density.

From the above expression it is apparent that the probabil-
ity @ is reduced by 52 when the feature size is increased by
§ and as a result the total number of expected circuit fail-
ures within the bus element {of increased area) is reduced
by 4.

To evaluate the effectiveness of all the above redundancy
schemes {and different ones) for a given system architec-
ture, and to determine the optimal amount of redundancy
for each scheme we need an objective function. Examples
of such objective functions are presented in the next sec-
tion.
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3. OBJECTIVE FYUNCTIONS FOR MULTI-PROCESSORS
ON A WATER

Objective functions for multi-processors on a wafer allow us
to compare alternative architectures and to determine for
each architecture the optimal values of the parameters like
number of processors, number and sise of memory mod-
ules, topology of the interconnection network, etc.

The objective function to be used may be of two different
types. The first type includes those objective functions
concerned only with the performance of the system after
the manufacturing of the wafer has been completed. The
objective functions of the second type are concerned also
with the performance of the system throughout its mission
time. For the first type of objective functions we have to
consider only manufacturing flawa while for the second one,
operationat faults need also be considered.

Let C(n),ny,...,ny) be & measure of the performance of a
given architecture of a multi-processor system, where & is
the number of different types of elements and »; is the
number of fault-iree elements of type i. The gquantity »,
satisfies, 0 < n; < N, i = 1,2,..k where N; in the
total number of elements of type ¢ which were originally
designed.

Let P{n;.ni,....nyt) be the probability that at time ¢ the
number of operational elements of typei s n;, ¢ = 1,2,...k.
P(n,, ny,...,m,0) is the probability that after manufactur-
ing (¢ = 0), the number of defect-free elements of type i is
nii = 1,2,...k This probability depends on the distribu-
tion of defects in the wafer, while P(n,,n,,...,m,¢) for t >0
depends also upon the distribution of operational faults
in the different system elements throughout the mission
time. Since defects and faults in separate parts of the sili-
con wafer are independent, we have

k
ﬁ-:—. N2y ..oy Tk, ; = umﬂ?.u- A“._.u

im)

where Pi(n;,t) = Pr{n; out of N, elements of type ¢ are
fauli—free at time ¢ }. An expression for Pi(n, ¢t} will be
derived later on.

Based on the Pi(n;,t)’s and some performance measure
C(ny, ng, .. ns), we can define the following objective func-
tion F{N\, N, ..., N, t) to be optimized,

F(Ny, Nay ooy Ny t)

Ny Ny Ny k
= Clagna.am) 3. 3 ... 3« [] At 3.2
i=l

ny = fyny = &y A m

where only ICs with at least i; fault-free elements of type
i are accepted.

This objective function is the expected value of the perfor-
mance measure at time ¢, and we have to find the values
of Ny, Na, ..., Nx that optimize it under the constraints,

k
3 NaA< A (3.3)
1=
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where A is the total chip area, 4; is the silicon area of the
type i element, £ is the maximum aliowed power dissipa-
tion and K is the power dissipated by a type i element.

I C(ny,na,..ons) = 1 then the above objective function
F{N,, N,, ..., N\, 0) {as defined in (3.2) for ¢ = 0), becomes
the yield. For ¢t > 0 and C{ns,nz,..,m) = 1, the function
N, N, ..., Nu, t) becomen the reliability.

The objective function in (3.2) messures the expected per-
formance of the system at time instant ¢. If the average
performance of the system during the time interval [0,¢] in
of interest, we may integrate F(N,, Nz, . . ., N.,¢) to form
the objective function,

¥
1 \ P(Ny, Na, .y Ny 8} de
t ]

All the above objective functions are appropriate when the
total chip area A is predetermined and we only have to
decide what part of this area should be devoted to each
%a of elements. A different situation may arise when the

p area can be changed so as to optimize some wafer-level
objective function.

The expected parformance of a wafer can be defined as the

expected performance of a chip times the number of chips

per wafer. Let Apin = W L A; be the minimum area of
i=xl

a chip. If we increase the chip area to 4 by adding some

redundancy, then the area increase factor is,

M.,u_z.. SLIL"

A il
3.5
hsm-— _H —

vy = =1+

h!.-.:

This factor, which is called the redundancy factor
[KoBr84|, determines the reduction in the number of chips
per wafer when redundancy is added to the chip. Con-
sequently, the function ! F(Ni, M2, . . ., Nt} for any
F{N,, Na, ..., Ny, t) Tay serve as & wafer-level ohjective func-
tion.

We next derive an expression for Pi{ni,t). At time ¢ there
are (N; - n;) faulty elements of type i. These consist of
elementa that became defective during the manufacturing
process and elements that suffered operational faults in the
time interval {0,¢]. Let m; denote the number of defect-free
elements of type : at ¢ = 0, then

N
Pinit) = 3 Pim, 0)° Pr{{m ~ n) out of m; elements

became ?:-...w in |0y el}

If the operational faults in type i elements occur at a con-
atant failure rate A;, then the last term equals,

(Tl = by pr

(3.8)

where p; is the probability that the system recovers (re-
configures) successfully given that a fault in type i element

has occurred [KoBra4].
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One can verify that equation (3.8) can be derived from the
general equation in [KoPr85] when substituting the proper
expreasions for the transition rates.

To derive an expression for P(m,0) we will make assump-
tiona similar to thoee made in [KoBrs4| and [KoPr85).
First, we assume that the random spot defects (caused
by minute particles deposited on the wafer) which consti-
tute the majority of fabrication defects [StAr83| will affect
a silicon area which is substantially smaller than the area
of a system element like a processor, a memory, or & bus.

Secondly, we assume that the distribution law obeyed by
the manufacturing defects is the generalised negative bino-
mial distribution. This is one of the distributions suggested
in the literature for fabrication defects like the Poisson
distribution, the binomial distribution and others. Under
ptoper assumptions each one of these distributions can be
used and the "correct” one is the one that fits the data
best. We adopt here the generalised negative binomial
distribution since it has been shown to agree with experi-
rnental results, mainly because defects are allowed to clus-
ter rather than being evenly distributed throughout the
wafer [StAr83]. Still, our subsequent results remain valid
if some other distribution is selected.

The negative binomial distribution has two parameters; d
is the average defect density and o is the defect cluster-
ing parameter. A low value of a can be used to model
severe clustering of defects on s wafer, while for a -~ > oo
we obtain the Poisson distribution. These two parameters
depend on the number and complexity of manufacturing
steps performed. Consequently, different system elements
might have different values for these two parameters. Let
d4; and & be the two parameters for type i system elementa,
then the probability of having z; defects in the system el-
ements of type ¢ on a chip ia, )

Pr{X;

(3.1

zi}

where N:4; is the chip area devoted to the N; elements of
type 1.

The parameters d and a of the yield equation are estimated
either by monitoring many wafers or from a few carefully
placed test chips on each wafer. Another technique for
estimating the parameters of the yield equation has been
recently proposed by Seth and Agrawal [SeAg84| based on
the commulative coverage of test patterns applied to the
chips after manufacturing.

Note that in equation (3.7) we should have used the density
of circuit failures rather than the density of manufactur-
ing defects. Not ali manufacturing defects cause erroneous
behavior of the circuit. For example, a defect in the outer
area of the chip which is usually occupied by bonding pads,
may be harmless. To consider circuit failures instead of
fabrication defects, we have to maltiply the defect density
4 by the probability @ that a circuit failure is caused by a
defect. For convenience, we will in what follows still refer
to manufacturing defects {rather than circuit failures) with
average density 4 which equals the original defect density
multiplied by the probability 8.

The required expression for Pi(m;,0) is the probability that
all z, manufacturing defects in type i elements will be re-
stricted to exactly (N; — m:) elements. Following the no-
tation in [KoPr86| we define,
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Q") = Pr{s defects are distributed into exactly j out

of N elements / There are x defecta }
which equals,

N

J
i)
s = ..M-M.T:. by — ko N =

forz 2 jand0 < j < N

(3.8)
where (, ; ¥, _.) is the multinomial coefficient. For = <
we have Qi) =oandforz=j5=0 Qi) = 1

Using the probability Q. we obtain the following equation
for B A.it ’ O— [

>

®im{N;—m;)

Pim;,0) = Q‘u__.‘.m“‘_i!..- *Pr{X; = =z} (3.9}

We may substitute the last term in equation (3.9) by equa-
tion (3.7) or a similar expression for any other defect dis-
tribution.

Similarly to equation (3.6) we may multiply (3.9) by the
conditional probability that an element can be bypassed

(isolated) given that it ia defective. This allows us to con-
sider less than perfect procedures for locating defective el-

ements and reconfiguring them out of the system.
4. EXAMPLE - A MULTIPLE BUS zdu.u.u—u!.onuw.mow.

As an example for a multi-processor system on a single
large area VLSI chip, consider a multiple bus multiproces-

sor system. Let P, M, and B denote the number of homo-
geneous processots, memory modules and interconnecting
busses, respectively, that are operational {fault-free). Such
a system is illustrated in Figure 1 where each processor is
connected to all busses and each bus to all memory mod-
ules, 20 that a processor can sccess any memory module
through any of the busses. Following the notation used in
[MaGe82|, we refer to this multiprocessor as a P « M+ B
aystem.

The behavior of the system ia characterized by the follow-
ing two parameters. Let the time between two consecutive
memory references by a single processor be a random vari-
able with an exponential distribution having a mean 1/s.
Also, let the memory transfer time be exponentially dis-
tributed with mean 1/u.

We wish to find an expression for the performance of a
P » M « B aystem. Such an expression will allow us
to determine the optimal number of processors, memory
modules and interconnection busses to be designed in the
VLSI chip so that the corresponding objective function will
be maximised.

We may select as performance measure the processing
power of the P + M + B system which is defined here as
the expected number of active processors, i.e., processors
which are executing their task and not idle while waiting
to access a common memory module. Other performance
menasures like the average cycle time and the instruction
execution rate can be simply derived from the processing
power measure [MaGe82].
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To calculate the above performance measure we may con-
struct a queuing network model. The computational com-
plexity of this model increases very ra idly with system
size. Fortunately, as has been shown in {MaGe82], approx-
imate models with a reasonably small error in the final
results, can be employed. These are derived by lumping
» equivalent” states of the model to obtain a Markov chain
of substantially smaller size.

Such a model was derived in {KoPr86| and is shown in
Figure 2. In it, at state (P - i) there are P - processors
which are executing their tasks while the remaining ¢ pro-
cessors are idle being serviced or waiting to be serviced by
a memory module.

At a rate of fs) ¢+ u, one of the i idle processors will
complete its service, increasing the number of active ones
to P ~1i+1. i) is the average number of processors, out
of the i idle ones, that are serviced at a given time instant.
Similarly, at a rate of (P - 1)é, an active processor will
generate a memory request and join the i le processors,
reducing the number of active ones by 1.

To derive an expression for g(i), we assume {(as in
[MaGe82}) that processors request service from the differ-
ent memory ules with equal probabilities. Hence, the
probability that all i requests of the idle processors will be
directed to exactly j out of the M memory modules is Q!
which is defined in (3.9). This probability has to be mul-
tiplied by min(, B) since only B requests can be serviced if
i ia greater than the number of busses B.

Finally we obtain,

mindi. M) .

)= Y QM'min(;,B): i=12..P (41
=1

The Markov chain in Figure 2 is a birth and death pro-
cess, whose solution is easily obtained. Let ®(:) denote the
steady-state probability of state i, then,

—4

[1ae-=
O ) . _
i) = v i=12,..,P (4.2)
‘ r Il mP—&
14 -:Mﬂpnm-: ._I:JII.I
and,
8(0) = '
r [T #1r-x
1+ M_Am_a =
The processing power measure is given by,
F
CIP,M,B) =3 i @) 43)

Expression (4.3) can now be substituted into (3.5) to cal-
culate the expected available processing power.

This calculation was done for a multiple bus multiprocessor
VLSI system with the following parameters:

1. Processors with a = 0.3, d = 1.5, A = 1 and £ = 1 (the
area of a processor and its power dissipation are defined to
be the unit arez and the unit power, respectively), ! = 2,
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p=09 and A = A, (time will be measured in 1/3, units). In
addition, §/u = 0.5.

2. Memory modules with a = 0.2,d = 168, A =075, E=03,
{=2, p=092and A = 0.6},

3.Busses (including the arbiters’ circuitry) with « = 0.12,
d=20, A=025 E=01,l=1,p=095and = 0.1},

For a total chip area of 4 = 7.75 and maximal power
dissipation of £ = 6.5 (measured in units of proces-
sor ares and processor power dissipation, respectively),
three possible systema designs were examined. These ays-
tems are -zh.zt.abv = (4,4,3), -.2.?.2.—?2.“; = {5,3,2) and
(Np, Na, Np) = (3,5,4), ench uses up all the available chip
arex. The values of the objective function (the expected
available processing power) for the three systems in the
interval 0,0.5/A,] were compared and the results are de-

" picted in Figure 3. From it we can see that for a relatively

short mission time the (5,3, 2} system is preferable while for
a longer mission time the (4,4,3) ia the best. The system
(3,8,4) is always inferior to the other two with a value of
the objective function lower by approximately 13%. If we
are concerned only with the yieid %..En_. is the percentage
of chipa having at least 2 processors, 2 memories and one
bua which are defeci-free) then the order of preference of
the above systems is (4,4,3), (3,5, 4) and {5,3,2) with yields
of 0.226, 0.224 and 0.218, respectively.

If the maximum allowed power dissipation is reduced to
E = 5.3, the above (5, 3, 2) and {4,4, 3) systems are not feasible
any more (their power dissipation exceeds the maximum
allowed). However, this does not imply that the (3,5,4) is
the best. The (4,3, 4) system turns out to be our best choice
(see Figure 3) although it does not use up all the available
silicon area {4 = 7.25 < 1.75). This system has though a
m.mn_m v&. 0.215 which is lower than that of the {3,5,4) system
0.224).

We have also checked the possibility of increasing the fea-
ture size of the bus to increase its yield. For a total chip
ares of A = 8.2 and a maximal power dissipation of £ =86.5,
the design yielding the highest value of the objective func-
tion is (4,4, 4}, (note that this system uses only 4 = 8 out
of the 8.2 area unit available). If the bus feature size is
increased by the factor 8 = 1.8, the best possible system
is now (4,4,3) (i.e., one bus less) but the achieved value
of the objective function is higher by approximately 2.5%.
A further increase in the bus feature size does not neces-
sarily have the same effect on the value of the objective
function. For example, when increasing the feature size by
g =2, the optimal system is {4,4,2) for which the value of
the objective function is reduced by approximately 0.9%
compared to the original (4,4,4) system with § = 1. The
increase in feature size can be as high as g = 2.4 and still
fit into the available chip area. In this case the value of
the objective function is higher than the original one by
only 0.9% compared to the 2.5% for § = 1.6. When yields
are compared, the 8 = 1.6 case is still our best choice with
a yield of 0.239 compared to 0.233 and 0.238 for 5 = 1 and
8 = 2.4, respectively. Other numerical examples where the
increase in feature size has even reduced the value of the
objective function were observed.

The conclusion that can be drawn from the |ast examples
is that in the wafer-scale design environment, increasing
the feature size to reduce the density of circuit failures due
to manufacturing defects is not necessarily beneficial.
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5. CONCLUSIONS

The problems associated with the design of multi-
processors on large area chips or wafers were presented
in this paper. Incorporating fault-tolerance with added
redundancy is unavoidable in this environment where sev-
eral system elements are bound to have defects.

Evaluating the effectiveness of a given redundancy scheme
and calculating the optimal values of its parameters are
more involved in this design environment where all system
elements must share the same silicon area and the same
allowed power dissipation. To this end, several appropriate
objective functions have been introduced; these may also
be used to evaluate and compare different architectures of
multi-processors. Such an analysis was illustrated through
an example of a multiple bus system.
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