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Abstract: The paper presents a new approach to the reliability evaluation of redundani systems. The exact logic
design of the switches is analysed in order to distinguish between fatal and nonlatal faults in the switching logic.
System unreliability is then calculaled by summing the probabilities that unrecoverable faults occur. In addition
1o the more accurate reliability evaluation achieved by the new approach, it is also useful for comparing various
designs of the switching logic or different switching strategies.

1 Introduction

Hybrid redundancy is a well known technique for reliabil-
ity enhancement [1-6]. It effectively increases the reliabil-
ity of a module by replicating it m times and selecting a
correct output using a voting scheme. The voting is per-
formed only on a core of N modules (N < m), while the
rest of the modules serve as spares. A hybrid redundancy
system provides means for detecting faulty modules and
includes a switching logic for selecting a core of N proper-
ly operating modules out of the m modules. A minimal
core of N =3 modules (TMR core} produces a correct
output as long as at least two modules function properly.
A relatively simple design of a switching network for a
hybrid system has been presented in Reference 1 using iter-
ative cells, as shown in Fig. 1. The iterative cells determine
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the first N nonfailed modules and assign them to be voted
on. Each cell receives the number of functional modules
that are already connected to the voter, through the y,, ¥,
and y, outputs of the preceding cell (Fig. 2), and compares
it 1o the core size N. If the count is smaller than N the cell
connects its module to the voter and sends to its successor
the (three-bit) code word corresponding to the increased
count. However, if its module is faulty (indicated by ¢; =0,
Fig. 2} the cell does not connect its module, and the count
is not increased.

A module may include any number of output lines,
denoted by z, to z,. A hybrid system assembled of such
modules includes n voters; each one votes on a set of
outputs z;. Hence, the voter and interconnection gates
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shown in Fig. 1 are replicated n times. Each XOR gate in
Fig. 1 is replaced by n XOR gates, all ORed together so
that a fault in any-output sets the condition FF. The con-
dition FF itself and the iterative cells are not replicated,
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2 Reliability of hybrid systems

The reliability of hybrid systems has been evaluated until
now by multiplying the reliability of the system obtained
when perfect switches are assumed with the reliability of
the switches [2, 3]. As noted in Reference 2, this simplified
modelling underestimates system reliability since it
assumes that each single fault in the switching network is
fatal. In practice, many switching faults are tolerable. If, for
example, a condition FF fails, and it wrongly indicates a
fauit in 1ts module, then the module is disconnected and
replaced by a spare, allowing the system to recover. Simi-
larly, many of the switching faults do not necessarily cause
a system failure unless they are accompanied by some
additional faults.

In the following we evaluate the reliability of a hybrid
system, using a detailed cxamination of the fauits. Only
fatal combinations of faults in the switches and modules
are assumed to affect reliability.

We adopt the ‘gate level of modelling’ [2] which
assumes that every gate has an independent exponential
reliability function. The exact logic structure of the
switches determines their effect on the system reliability.
Consequently, we have to deal with each gate separately.
For such a gate we assume that its output may fail either
as stuck at O or stuck at 1 with equal probabilities. We
denote by u the failure rate of each gate.

In contrast, the exact design of the module is not con-
sidered, since general conclusions appropriate to various
types of modules have to be derived. Hence, we assign the
module a total failure rate 4, and we restrict our attention
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to the output signals. We assume that when a module fails,
it produces output signals which are the worst for the
system operation. Thus, a conservative evaluation of the
rcliability is obtained. Our assumption is clearly justified
when modules are retried to distinguish between. transient
and permanent faults [1, 7], since there is a high probabil-
ity that at least one of the retries will yield the worst-case
output signal. i

In what follows we refer only to the practical mission-
time range where the system refiability is above 0.9. Such a
mission time is in most cases considerably shorter than the
mean lifetime of a module (1/4). We also assume that
complex modules such as microprocessors are used
{consisting of 10,000 gates and over). For such mission
times and module complexity, the unreiiability of the
switches (about 30 gates each) is low compared to that of
the modules. Hence, the effect of a single-gate fault in the
switching network on the system unreliability is greater
than that of a multiple-gate fault which has a lower prob-
abitity of occurrence. Therefore, multiple faults in the
switching logic are ignored in the analysis.

The unreliability of the system is calculated by summing
the probabilities of fatal faults, i.c. faults that result in a
system failure. We partition these faults into three subsets;
namely switching faults, voting faults and module faults.

2.1 Fatal switching faults
in this subset we include combinations of a fault in the
switching logic and a limited number of module faults
which by themselves would not cause a system failure.
Fuatal module faults are included in the third subset. To
ensure that all possible switching faults are considered, the
following three steps arc taken:

{i) listing the functions of the switch

(i} assuming an error in each of the above functions and
listing the possible functional faulis

(ili) analysis of the switch design to identify the gates
where each of the above faults may be originated, note that
a fault-simulation program can be employed for this
purpose (e.g. [61)

Step (i): A switch performs the following functions:

{er) determines whether the module it controls has 1o
serve as a spare module or a core module; this is accom-
plished by counting the properly functioning modules

(b} monitors the status of the module (faulty or
functional)

{c} selects the voter input (if any) to which the module
should be connected

{d) connects the module to the voter through the inter-
connection gates

Step {ii): The possible faults in the above listed functions
are further partitioned into three groups:
group «: disconnection faults which prevent one or
more functional modules from being connected to the
voler
group h: faults which cause an undesirable connection,
according to the following:
a faulty module is connected to the voter
a module is connected to two voter inputs
a spare module is connected to the voter
group c¢: fauits in the interconnection gates, which cause
a voter input to be stuck at an incorrect logical level

Step {ii1): in this step each of the above faults is analysed to
identify their possible sources; in this process we restrict
our attention to faults caused by a single gate failure in the
switches and any number of module faults. Although only
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single physical failures in the switches are considered, more
than one of the faults of step (i) may occur simultaneously
since some of the iterative cell gates are involved in more
than one of the switching functions (¢.g. connecting the
module and producing the count).

The exact reliability expressions are quite lengthy; hence,
we introduce here in detail only the calculation of the dis-
connection faults which are the most dominant switching
faults. For the other faults we present approximate expres-
sions which refer only to events including a minimum
number of faults in the modules. The complete derivations
appear in Reference 8.

Next, we present the switching faults included in groups
a, b and.c¢. and we derive expressions for their probabilities.

211 Group a switching faulis—disconnection
faults: According to the iterative cell realisation, shown in
Fig. 3, the connection of each module to the voter depends
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Fig. 3  lierative cell realisation

on a three-bit code which is passed along the celis. Only
one of these three bits may be set at any time, thus indicat-
ing to which one of the three voter inputs (if any) the cell
may connect its module. Any fauit in an iterative cell
which incorrectly resets this bit results in an all-zero code,
which indicates erroneously that all three voter inputs are
already connected. This code word causes the cell to dis-
connect its module and send the same code word to its
successor, resulting in disconnection of all succeeding
modules. Other faults which may disconnect a functional
module can occur in the XOR gates or the condition FF
connected to the cell, but, since these faults affect only one
module, their effect on system reliability is substantially
smaller than that of the faults in the iterative cell, and they
can be neglected.

A list of all disconnection faults appears in Table 1. In
this table n,, n, and a, denote the serial numbers of the
three first operational modules (1 <m < m;i=1,23).

Table 1: Disconnection faults

Fault in Module Faulty gate Modules
switch § status {Fig. 3) connected
1o voter
j<n, faulty 1 0
f=n, operational d4or7or9 <2
n,>j>n, faulty Zor7 1
f=n, operational 5 or 9 1
I=n, operational 8 2
ny>f>n, fauity 3or8 2
j=0n, operational 6 or 9 2
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The index of the faulty switch j assumes all the possibie
values (see first column of Table 1) when »,, n, and n, scan
the values from ! to m. Consequently, Table 1 includes all
the possible disconnection faults.

The first four faults leave the system with less than two
modules connected to the voter and, consequently, the
system fails. In the other three cases two modules are still
connected, and the system may continue to function but
without being able to tolerate any fault in these modules.

The probability of a system failure due to disconnection
faults is calculated by adding seven unreliability terms, one
for each of the rows of Table 1. The first four terms are

computed in a combinatorial manner, since the order of

events does not matter. In contrast, the last three terms
have to be calculated using integrals since they describe
events where the system arrives first at the state described
in the Table, and then an additional module fails. In these
three cases, the same faults occurring in a different order
will still allow the system to function properly. The seven
unreliability terms corresponding (o the rows in Table 1,
and appearing in the same order, are presented in egn. 1:
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To clarify egn. 1, the first and the last terms are explained,
as they represent a combinatorial termn and an integral
lerm, respectively.

The first term (related to the first row of Table 1) is
associated with a fault in switch j, 1 <j <n,, where n,
varies between 2 and m — 1. We restrict the calculation to
i, £ m — | to ensure that at least two functional modules
are left in the system. The case where n; = m is a fatal
module fault and will, therefore, be included in the third
sibset of faults.

The summand is the probability that all the first n, — |
modules fail (since 1, is the number of the first operational
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module), module n, itself does not fail, and one of the first
ny — | switches fails. The 0.5 factor muitiplying this term,
as well as the other terms, represents the conditional prob-
ability of a s-a-0 fault in the switch.

The last term in eqn. | corresponds to the last row of
Table 1 and includes a summation over all possible valyes
for n;, which is the number of the third operational
module, whose switch is assumed to fail. The integral in
this term is the probability that the following sequence of
faults occurs:

(1) First, n3 — 3 modules out of the n, — | modules
which precede module n; fail, thus causing module n; to
become the third functioning module.

(i} Next, a fault occurs in the switch of module n,,
leaving the system with only two functioning modules con-
nected to the voter. According to Table 1, two gates may
be involved in this fault, with total failure rate of 2u.

(iii) At last, one of the two modules which are connected
to the voter fails, resulting in a system failure.

2.1.2 Group b switching faults: This group includes all
the faults causing undesirable connections. The first is the
connection of a failed module to the voter. Such a fault
may occur when the fault detection section of the switch
malfunctions. This section includes the XOR gate and con-
dition FF (Fig. 1). Gates 4, 5 or 6 in the switch {Fig. 3) can
also cause such a connection fault. This fault is not fatal
when it occurs by itself. However, when it is followed by a
fault in an additional core module, a majority of incorrect
signals at the voter inputs is formed, and the system fails.
The probability that this sequence of faults happens is

¥ a core module and its detector
Prob.

Peovne ;= . . ) ,
CONNECTION = ] fail during time period [0, 7]
one of two core modules
x Prob. . .
fails at instant t

T any module and one of its associated gates
+ Prob. . . . .
o (4, 5, 6) fail during time period [0, 7]
one of two core modules which are
x Prob.

connected to unaffected voter inputs fails

The first integral calculates the probability that the fault
detection section of the switch will fail. A fault in this
section affects the system only when occurring in the
switch of a core module. The second integral refers to a
s-a-1 fault that occurs in gates 4 or 5 or 6 (Fig. 3) of any
switch, resulting in the connection of the corresponding
module to the voter, regardless of the module condition.

The fault-detection section of & switch includes a XOR
gate for each of the n output lines of the module, an OR
gate that ORs the outputs of these XOR gates and a FF
with an estimated complexity of ten gates. In total it
includes approximately n + 11 gates. Substituting into egn.
2 yields
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A sccond fault in group b is a double connection of a
module. Normally only one of the signals ¢, to ¢, (Fig. 2)
is activated (logic 1), but a s-a-1 fault in gates 4-6 (Fig. 3)
may activate an additional signal. This will cause the con-
nection of the corresponding module to two voter inputs.
If. following this fault, the module fails, two of the three
voter inputs become incorrect and the system fails. The
probability of such an event is

1

' seccond connection of a
Ppovere = Prob.

o core module during [0, 7]
« Prob. the ao:w.;. ooq._:mnﬁa module
fails at instant 1
T ;
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The factor & is the number of possibie faults, including the
case where a fault in gate 4 or 5 introduces an error in the
code which is passed along the cells, resulting in a simulta-
neous double connection of two modules.

The third fault in group & is the connection of a spare
module to the voter. As long as this spare module is func-
tional its connection has no effect on the system. The
system may be affected by such a fault if this module fails
and the system cannot disconnect it due to some previous
faults. Since a large number of faults must be involved here
before the system fails. its effect on system reliability has
been shown to be negligible [8].

2.1.3 Group ¢ switching faufts: A fault occurring at one
of the 3n OR gates connecied to the voter inputs, or a
s-a-1 fault at any of the 3mm interconnection gates, leaves
the voter with only two correct inputs. If a module con-
nected to one of these two inputs fails, the system fails. The
total number of gates which are involved in the failure is
3 + D for a system of in modules and » outputs. The
probability of such a failure is

an OR gate fails or an intecrconnection

T
Perrep = | Proh. .
sTreR = i gale becomes s-a-1 during [0, 1]

. one of the modules connected
x Prob.{ to the remaining
voter inputs, fails at instant t
.
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0

2.2 Fatal voter faults

In addition to the fatal switching faults there exist fatal
voter faults and fatal module faults. The system uses n
voters, one per 4 system output, and any fault that affects a
voter output causes a system failure. We assume an
AND/OR realisation of the three-input voter as shown in
Fig. 4. A s-a-1 [ault in any one of the four gates, or a s-a-0
fault in gate 4. affects the output of the voter. A s-g-0 fault
in onc of the AND gates is fatal only when followed by a
false-0 signal in another gate input due to a module fault.
The unreliability term corresponding to these faults is

a s-a-1 fault at
any gate

Prorers = Prob. + Prob.

1
3

Fig. 4  Three-input voter

2.3 Fatal module faults

When no fatal faults occur in the switches or voters, the
system may fail due to faults in more than m-2 modules
{out of m), with probability [3]

Prob.{failure due to module faults}
(1-R™+ mR(l — R’ (N

where R = ¢ *T is the reliability of a single module.
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2.4 Total unreliability calculation

The total unreliability of the hybrid system is obtained by
summing the probabilities of all fatal faults. For a numeri-
cal evaluation of the unreliability, the ratio between the
failure rates in the switches and modules has to be speci-
fied. This ratio depends on the complexity of the module
integrated ctreuits and the switch integrated circuits. The
dependence of the failure rate of an IC, on its complexity
in the present technology and its predicted values are
shown in Fig. 5[9].
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We consider for example modules made of 20000 gates
cach, having n =8 outputs. Fach module is assumed to
consist of 4 ICs (e.g. a CPU, ROM, RAM and 1/O port).
The switching logic and voters can be included in two ICs,
about 200 gates each. The ratio between the failure rates of
a module IC and a switch IC according to Fig. 5 is about
ten in the 1982 model and about five in later models. The
switching faults {eqns. 1-5) have a greater effect compared
to module faulis; as this ratio is decreasing, we will use,
therefore, the latter ratio of 5 to check the worst-case
behaviour of the system. The resulting ratio between 4, the
failure rate of the 4 ICs module, and g, the failure rate of a
single gate in the switching logic, is 4000.

The unreliability of the hybrid system with a varying
number of modules is depicted in Fig, 6 and compared to
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Fig. 6  Usreliakility of « multiple out put hybrid system

the unreliability of a simplex system (with no redundancy)
and of a TMR system. The latter inciudes the unreliability
of the voters. Fig. &6 shows that the hybrid system is more
reliable than the other two systems for a wide range of
mission times. A system having five modules is preferable
to a system with four modules, for mission times longer
than about 0.01 of the mean lifetime of a module. Adding a
sixth module improves the reliability significantly only for
mission times longer than about (.1 of the mean lifetime.

According to these results, the performance of a hybrid
system is substantially better than what is expected when
using the previous model [2] which assumes that all the
switching fauits are fatal. When compared to the previous
model shown by the dotted line in Fig. 6 (with the same
value of the ratio i/y), the new model shows a lower unre-
liability (with a factor of up to 13.5) and a wider range of
mission times where the hybrid system is more reliable
than TMR.

3 Other voter configurations

The total unreliability of the system above has been calcu-
lated by summing the various unreliability components.
These components are shown, in Fig. 7, divided into three
major categories of failure causes: modules, voters and
switches. The voters’ unreliability is the dominant com-
ponent in a large range of mission times, and, therefore, it
must be reduced if one wishes to improve the system relia-
bility. It is possible in certain applications to use the tech-
nigue of voter redundancy to reduce the effect of voter
faults on the system reliability [5]. For example, the
microcomputer system shown in Fig. 8 uses voters to select
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a correct set of output signals out of the m memory
modules. These voters also play an important role in syn-

chronising the microprocessors [10]. The voter
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Fig. 8  Microcomputer hybrid system

redundancy prevents the system from failing due to a
single faulty voter, since each voter affects only one micro-
processor. Thus, the voters’ unreliability component shown
in Fig. 7 is greatly reduced. Still, the nonredundant voters
in the 1/O section of Fig. 8§ have a critical effect on the
system outputs. The reliability calculation of such a system
has been presented in Reference 11.

3.1 Hybrid systems with threshold voters
Most of the interconnection gates in the hybrid system can
be eliminated, by replacing each three-input majority voter
with a voter having a dedicated input for each module and
acting as a threshold voter [1, 2]. The output of a thresh-
old voter is |1 only when the number of logic | input
signals equals or exceeds a given threshold. By using a
threshold of two, the threshold voter performs the same
function as the majority voter. Only one AND gate is used
to control the connection of each output of a module to
the voter. A faulty or a spare module can be inhibited, by
using this gate, from passing a logic 1 signal to the voter.
The price paid for simplifying the interconnection logic
is the greater complexity of the voter. With AND/OR
realisation of the voters, a five-input threshold voter
includes almost three times as many gates as a majority
voter with three inputs. Since the reliability of the voter
gates has a greater effect on system reliability than the
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interconnection gates, replacing the majority voters with
threshold voters may decrease system reliability. Note that
this is true while assuming the same failure rates in the
switches and the voters. If more reliable components are
selected for the voter, then the threshold voter may be
preferable.

4 Conclusions

A new approach to the reliability analysis of redundant
fault-tolerant systems has been presented. The approach is
based on the investigation of the signal paths inside the
switches and yields more accurate results than previous
methods.

This approach has been used to analyse hybrid
redundancy systems with majority voters, yielding a
system reliability that is much higher than was previously
calculated. The difference between the results of the new
and previous models is particularly important when ana-
tysing a system which includes many output lines, and thus
a more complicated switching network. In this casc the
over simplified approach of the previous model may lead
1o the conclusion that the hybrid technique is less reliable
than simpler {echniques such as TMR.

In addition to evaluating system reliability, the new
approach provides separate unreliability terms for each

type of the various switching faults. This information can
be used to identify the dominant faults and to change the
switch design in order to improve reliability.
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