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ABSTRACT

New challenges have been brought to fault-tolerant
compuling research berause of developments in 1C tech-
nology. One ernergent area in VLSI designs is development
of architectures, built by interconnecting a large number
of a few types of elements on a single chip or wafer. Two
important topics, related to such VLSI designs, are the
focus of this paper; they are yield enhancement and perfor-
marnce improvement.,

In this paper we present analytical models that evalu-
ate how yield enhancement and performance improvement
may both be achieved by introducing redundancy into
these VLSI designs,

Index Terms - Yield enhancement, performance improve-
ment, reliability, computationat availability, VLSI designs,
fault-lolerance, redundaney.

1. INTRODUCTION

Two VL3Sl-based areas in which important innovations
are likely to occur are in the waler-scale integrated archi-
tectures, and in the single- cE@\E:E-@noomwmwﬁm element
architectures. The former has the potential for a major
breakthrough with its ability to realize a complete mul-
tiprocessing system on a single wafer. This will eliminate
the expensive steps required to dice the wafer into indivi-
dual chips and bond their pads. In addition, internal con-
nections between chips on the same wafer are more reli-
able and have a smaller propagation delay than external
ones. The latter does make it possible to build a high-
speed processor on a single chip, by interconnecting a
large number of simple processing elements {PEs).

Much recent research has focused on these new archi-
tectural innovations, especially those created by intercen-
necting a large number of elements like, processors,
switehes, communication links ete, all on a single chip or
wafer. Concerns about fault-tolerance in such V1SI-based
systerns stem from the two key factors of performance and
yield enhancements.

Low yield {expected percentage of good chips out of a
wafer) is a problem of increasing significance as circuit
density grows. One solution suggests improvement of the
manufacturing and testing processes, to minimize
manufacturing faults. However, this approach is not only
very costly, but alse quite difficult to implement. But
incorporating redundancy for fault-tolerance does provide
a very practical solution to the low yield problem. This has
been demonstrated in practice for high density memory
chips (e.g., [1]) and should be extended to other types of
VLSI circuits. In general, yield may be enhanced because
the circuit can be accepted, in spite of some manufactur-
ing defects, by means of restructuring,
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Achieving reliable operation also becomes increasingly
difficult with the growing number of interconnected ele-
ments and henee, the increased likelihood that faults can
occur. Here too, redundant elements which are ready to
replace faulty ones when the system is in operation, can
increase the reliability and other performarnce measures
like computational availability.

1. FAULT-TOLERANCE IN VLSI AND WSl

The issue of fault-tolerance in VLSl and WSI arrays has
been the subject of recent, studies, eg., ﬁw.#.ﬂlao.wmlu.w“_. in
these publications, various schemes have been proposed
that introduce fault-tolerance into the architecture of reg-
ular arrays. Because fault-tolerance is an involved subject,
completely different schemes might be cost effeclive in
different situations and for different abjective functions.

When evaluating a fault-tolerance strategy for multi-
element systems we have to consider the following aspects:

{(a) Types of failures to be dealt with.

{b) Costs associated with failure OCCUrTENCES.
{c) Applicable recovery methods.

(d) Amount of additional hardware needed.
{e) System objective function.

Fault-tolerance strategies can be designed to deal with
two distinct types of failures, namely, production defects
and operational faults, In the current technology, a rela-
tively large number of defects is expected when manufac-
turing a silicon wafer, leading to a low yield

Operational faults have in comparison a considerably
lower probability of occcurrence. Improvements in the
solid-state technology and maturity of the fabrication
processes have reduced the failure rate of a single com-
ponent within a VLSI chip. However, the exponential
increase in the component-count per VLSI chip has more
than offset the increase in reliability of a single component.
Thus, operational faults cannot be ignored although they
have a sabstantially lower probability of oceurrence comi-
pared to production defects. Consequently, a fault-
tolerance strategy that enables the system to conlinue
processing, even in the presence of operational faults, can
be beneficial.

The two types of failures, manufacturing defects and
operational faults, alse differ in the costs associated with
therm. Defects are tested for before the IC's are assembled
into a system and therefore, they contribute only Lo the
production costs of the ICs. In contrast, faults occour after
the system has been assembled and is already operational.
Hence, their impact is on the system’'s operation mighl be
substantial, especially in systems used for eritical real
time applications. Clearly, a method which is cost-effeotive
for handling defects is not necessarily cost-effective for
handling operational faults, and vice versa,

For both types of failures in VLSI, a repair operation is

impossible and the best one can do is to somehow avoid the
use of the faulty part by restructuring the system links so



as to isolate it. Various link technologies are available now
which allow such restrueturability. Included amocng these
are the laser-fermed links, fusible links, and so on.

The restructuring capability can be either static or
dynamic. Static schemes are suitable only to avoid the use
of parts wilh production flaws. Dynamic restructuring is
required during the normal system operation, when faulty
parts have te be restructured out of the system without
human intervention. Such a dynamic strategy might be
appropriate to handle defects as well. Static schemes tend
to use comparatively less hardware but consume coperator
time, while dynamic schemes are contrelled internally by
the system and usually require extra circuitry.

Another aspect that has to be considered when
evaluating the effectiveness of a given fault-tolerance tech-
nique, is the required hardware investment. The hardware
added can be in the form of switching elements, (e.g..
[3,13,15]) or redundancy in processors or communication
links (e.g.. [4,7,10]) Whan carrying out such an analysis we
have to take into account the following two parameters:

{1) The relative hardware complexily of processors, links,
switches and clther system elements.

{2) The susceptibility to fallures {defects or operational
faults) of all Ltypes of elements.

Processing elements are traditicnally considered the
most important system resource; hence, achieving 100%
utilization of thern is many times atiempted. For example,
in [3,13,15] switching elements are added between PEs to
assist in achieving this goal. In [3] and [10] connecting
tracks are added on the wafer to be used in bypassing the
defective PEs when connecting the fault-free ones. How-
ever, the silicon area that needs to be devoted to switching
elements (e.g., switches capable of interconnecting 4 to 8
separate parallel busses [15]) or to additional links cannot
be ignored. Consequently, such schemes might be
beneficial only for PEs which are substantially larger than
the switches and the links. Also, the addition of switches
and, especially the longer interconnections between aclive
PEs result in lenger delays affecting the threughput of Lthe
system. To overcome this performance penalty, it has
been suggested in [9] to add registers for bypassing fauity
PEs. The eflect of this is to introduce extra stages in the
pipeline thus, increasing the latency of the pipeline without
reducing its throughput.

In the above mentioned schemes, one of the underly-
ing assumptions is that the extra circuitry (e.g., switches,
links or repisters) is failure-free and only PEs can fail. How-
ever, larger silicon areas devoted to those elements
increase their susceptibility to defects or faults; as a
result, the above-mentioned assumption might not be valid
any more.

In VLSl the silicon area devoted Lo a systern element
might be more important than its hardware complexity.
Consequently, 100% utilization of PEs is not necessarily the
major objective, especially if this requires adding switches
and/or links, which consume silicon real-estate. In the new
technology. processors will be the expendable components,
as gates were in SSL

This may justify different fault-tolerance schemes
which do not attempt to achieve 100% ulilization of the

fault-free PEs, when the array is restructured to avoid the
use of faulty ones [7]. Such schemes, which give up the use
of some fault-free PEs upon restructuring, can be attrac-
tive for operational faults {which are few in number}). Here,
the lack of additional hardware (switches or links) allows a
larger number of PEs to fit into the same chip area,
thereby offsetting the penalty of giving up the use of fault-
free Phis when restructuring.
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II. ANALYTICAL MODELS FOR YIELD AND PERFORMANCE

The molivation for incorporating redundancy into the
architlecture of VLSl-based systems is two-fold: yield
enhancement and performance improvement. Teo achieve
these two goals, redundancy has to be intreduced either at
the basic element level or/and at the system level. In the
latter case, redundant elements can be added to the origi-
nal design and they will be used to replace defective ones
after the manufacturing process has been completed.
Such a replacement is done by reconfiguring the system
using either a static scheme or a dynamic one. Once this
procedure is completed the system goes into operation and
it has to handle from this point on only operational faults.
This can be done using a dynamie scheme which might be
different from the one used for defects. At this point the
fault-tolerance capacity of the system is used to improve
its performance. First, the remaining redundant elements
{if any) can be used as spares and then, the system is
gracefully degraded. We conclude therefore, that the same
redundancy can be used for yield enhancement and for
performance improvement as well.

Our cbjective is to formulate an analytical model that
will enable us to consider both defects and operational
faults. Such a model will allow us to analyze the
eflectiveness of a given fault-tolerance technique in
increasing yield and improving performance, or find Lhe
tradeoff between the two. It will also enable us to compare
various fault-lolerance techniques, examine different sys-
tem topologies and determine the optimal amount of
redundancy to be added.

To formulate an appropriate model we need first an
expression for the yield of a fault-tolerant VLSI chip. Such
expressions have been presentied in [B] and [11]. In what
fullows we propose a more general expression for the yield.

The yield of any VLSI chip depends on the types of
defects which may vccur during the manufacturing process
and their distribution. The majority of fabrication defects
can be classified as random spot defects [17] caused by
minute particles deposited on the wafer. Hence, each of
them may affect only a single element (like a processor,
bus, ete.) in a chip.

For the statistics of the fabrication defects we can
adopl one of the models suggested in the literature like
Poissen, binomial, general negative binomial statistics and
others. Under proper assumptions each one of these
statistics can be used and the "correct” one is the one that
fits the data best [17]. One model which has been shown to
agree with experimental results, iz the generalized nega-
tive binomial distribution [18]. Its attractiveness stems
from the fact that it dees not assume that all defects are
evenly distributed througheout the wafer but rather allows
defects to cluster. The probability of having = defects on a

chip for this distribution is,
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where A is the average number of defects per chip and « is
the defect clustering parameter. A low value of a can be
used to model severe clustering of defects on a wafer, while
for a-+= we obtain the Poisson distribution.

For non-redundant chips the yield is the probability of
having zero defects,

Y=PrixX=0j=1+ AMIV_A (2



Suppose now that redundancy is added te a chip so
that s defeclive elements can be tolerated, {i.e., replaced
by good spares), and denote by N the Lotal number of ele-
ments {e.g.. PEs). Then, the chip is acceptable with any
number of defects as long as all of them are restricted to
at most 5 elements. The yield, which is now the probabil-
ity of a chip being acceptable, is given by,

Y= M” Frixdefects in at most s elements | (3)
=0
If we denocte,

M) = Pri x defects are distributed into exactly i out

of N elements / There are x defects }

Then, Y= MU Mu“ QM) » pri There are x defects ] {4}

=0 i=o

The last term in the above equation is Pr{X=z| and we may
substitute it by {1) or a similar expression for any other
defect distribution (e.g., Bose-Finstein statistics [11]).

The probability @Y is given by,

i N A
= nMu“u (-1) ﬁ@.k.Zl..,lwu ﬁi (5}

where nm.\n L%qlmlk Y is the multinomial coefficient.

In the previous discussion we have assumed that only
one type of elements can have defects. If two types of ele-
ments (e.g.. PEs and busses) can have defects, then instead
of {1} we have io use the following equation, which is the
probability of baving z, defects in type 1 elements and =z,
defects in type 2 elements [8),

M HH.-HH 2
21 _syFL
Tz +z2+a) ﬁ& 67 (1=9) ‘6
z 1z (ct) 5|t (6)
3

where 6 is the percentage of defects in type 2 elements out
of all chip defects. A first approximation for § might be the
percentage of silicon area devoted to Lype 2 elements. The
generalization of (B) to three or more types of elernents is

PriX,=z,, X;=z:) =

straightforward.

Suppose now that s, defective elements of type 1 and
5z defective elements of type 2, out of N, and N; elements,
respectively, can be tolerated. Then, the yield is given by,

Y= /U M.“ Mm QM,M W Quﬂw_m *PriXi=z,,Xz=z3} (7)
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"bypass coverage probability” [11]. This is the conditional
probability that an element can be bypassed (isolated)
given that it is faulty. By adding this probability one may
consider less then perfect procedures for locating faulty
elements and reconfiguring them out of the system.

In the following we will adopt the commonly used
assumption that only one type of elements can fail {usually,
the more complex one). The general case in which all sys-
tern elements can have defects in them, can be analyzed
based on expressions similar te (7).

To tolerate 5 defective elements, at least s redun-
dant ones are needed. However, the exact amount of
required redundancy depends upon the specific static or
dynamic reconfiguration scheme used. This in turn, deter-
mines the increase in chip area which must be taken into
account when calculating the yield, since a larger number
of defects is expected now,

Let 7, denole the increase in chip area (due o the
addition of redundancy)} needed to tolerate these s faulty
elements. The factor ¥, is called the redundancy factor
[8] and it depends on the system topology and the
reconfiguration strategy. It assumes its lowest possible
value when only 5 redundant elements are included in the
total of N elements, hence

Ys = N/ (N —5)

To take into account the increased number of
expected defects due to the increase in area, we have lo
substitute A by ;A in (1). This is based on the assump-
tion that the average number of defects per chip increases
linearly with the silicon area. A more complex relationship
between A and the increase in silicon area can be handled
by the proposed model.

In addition, any increase in chip area will reduce the
nurnber of chips that will fit into the same wafer. Hence,
instead of calculating the yield which is the probability that
a single chip is acceptable, one has to calculate the
expected number of acceptable chips out of a given wafer.
This expression, called equivalent yield in [8], is obtained
from (4) after dividing it by 7,. By comparing the
equivalent yield of the Fault-tolerant chip and the yield of
one with no fault-tolerance features, we can determine
whether it is beneficial when yield is considered, Lo have
buili-in fault-telerance and how many redundant elements
should we add. This comparison can be deone for various
system topologies and different reconfiguration algorithms.

An analysis along these lines has been done in fii] and
in [8]. In both it has been observed that the improvement
in yield saturates above some amount of redundancy. This
indicates that there is an optimal amount of redundancy
that should be added.

Chips having & or less defects will be accepled and
then reconfigured to avoid the use of the defective ele-
ments. If the number of defects was less than s , the chip
has some "residual” redundancy which can then be used
for performance enhancement, i.e., handle operationat
faults. Even chips in which no redundant elements are left
when leaving the manufacturing site {i.e., there were origi-
nally s defects in the chip), can still benefit from the
fault-tolerance capability.

To evaluate the effectiveness of the "residual" redun-
dancy and the fault-tolerance capacity of the chip we have
to select some performance measures and we need a model
that will allow us to calculate these measures. A natural
choice for this purpose is a Markov model like the one
erniployed by [8] and {2].

Suppose first that the same reconfiguration scheme is
used to avoid defects and operational faults as well. This
assumption implies that a dynamic scheme is employed
since no static scheme can be used whiie the systern is in
cperation. The suggested Markov meodel for this case is
depicted in Figure 1, where (F) is the system failure state
and (j} is a state at which the systern is operational in the
presence of j faully elements. A transition from state {j} to
state (F) takes place when an additional node becomes
faulty and the system fails to recover from its effect. The
cerresponding transition rate is denated by nh_.q. Sirnilarly,
af"! is the transition rate from state {j) to state (j+1).
These transition rates depend upon the failure rates of the
systemn's elements and the coverage probability [8].

State {o} in Figure 1 is the initial state of the system if
no defects occurred while the chip has been manufactured.
If there were i defective elements {0 =i =<5 ) then (i) will
be the inilial state. Let @; dencte the probability of this
event,

% =Y Qe prix=zy (8)

Tr=a



Using @; we can calculate the yield as

Y=3% o

i=g

(9

State {s+m) in Figure 1 is a terminal state [8] (i.e., a
state from which the only lransition possible is to the sys-
temn failure state}, where m is the largest number of faulty
elernents that the system can Lolerate if no redundant ele-
ments were left when the system went into operation.

Let P(t) = Pr{ The system is in state (j) at time t /
The system was initially in state (i) }

i=01,"--,8; F=1i,i+l,--- 5+m
with FH{0)=1 and F}{{)=0 for j>i.
The Markov model in Figure 1 is described then by the
following differential equations:

dPXE) _

<=~ o Flt) {10)

dFiL)
dt
where j= i+1,i#2,...s+m and &; = of + af "

The solution of {10} and {11) under the conditien
o; # o for all (k) # {7) which is satisfled in most practi-

cal cases, is
i -yt
i e ™
af _

u=i ”_“-HAQ:_ - de

V=l
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— o PHEY + af PR (1) (11)

— yitl 42
s A

S (12}

Fity =g % {13)

For the Markov model shown in Figure 1 we can calcu-
late several performance measures like Reliability, Perfor-
mability, Computational avaitability and Area utilization
{8]. Let R(t) (D=1i=s) denote Lhe reliability of a sys-
tern which had i defects during manufacturing. This can
be calculated from the above model as follows,

Rie) =LA e) (14)

We may then define and compute
ESHMWER.S (15)
as the average reliability of a system having s or less

defects when manufactured. This average reliability is a
function of § (or in general, the amount of added redun-
dancy). It can then be compared to the reliability of the
system when s =0 to determine whether it is beneficial
when reliability is considered, to introduce redundancy
into the architecture of the system.

Reliability is considered in many cases an insufficient
measure for the performance of a system and hence, other
measures have been proposed and used. Many such meas-
ures can be computed using the sarne model. For example,
the computational availability A3{¢) {the expected available
computational capacity} and area utilization measure
;(¢). The latter takes into account the additional area
needed when fault-tolerance is introduced into the system,
and is defined in the following way,

Computational Availabilily Ad(t)
Total chip area A

The expression for the above introduced computa-
tional availability measure is,

Ui(t) =
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sim

A0 = Y o Pi) (16)

=t
where ¢; is the computational capacily of the system in
state cw [8], expressed for example in instructions per

time unit. The computational capacity depends mainly on
the number of processors available for computation in
state {j). This number is at most N-j (where N is the
number of PEs in the fault-free system), and is determined
by the reconfiguration strategy. In addition, ¢; depends on
the current system structure and application since not all
PEs are utilized in every possible structure or application.

Other performance measures, like mean time to
failure, can also be calculated. For example, let 7} denote
the mean time to failure of a system which was initially in
state i, then

ﬁ.uwkﬂ.ﬁ:& (17)

The Markov model depicted in Figure 1 describes a
systern which has redundancy only at the system level
Here, a single defect or fault in an element requires the
isolation of the failing element and the replacemnent of it
with a spare one (if one exists). We may add redundancy at
the element level which will allow us to use an element even
if it has one defecl or failure. The second failure will be
assumed to be fatal meaning that an element having two
failures will have to be switched cut. An example might be
a multiprocesser in which each node consists of a dual pro-
cessor. If one of the two processors fails, we may still use
this node (with possibly a lower computational capacity) as
long as the second processor is operating correctly,

A Markov model suitable for such a system is shown in
Figure 2. Here, {ij) is a state at which the system is opera-
tional in the presence of i faulty nodes and j partially faulty
nodes {e.g., nodes having a single faully processor). As
before, §+m is the maximum number of defective and
faulty nodes that the system can tolerate. The initiai state
of the model is determined by the number and distribution
of the defects. If s is the maximum number of defeclive
nodes (partially or completely) that we are willing to
tolerate and still accept the VL3I chip, then all the states
(ij} i=0,1,...,5; j=0,1,....N-i are possible initial states. Let
m; ; be the probability of {i,j} being the initial state, then
this is the probability of having 2i+j defects out of which
exactly 2i appear in pairs, hence,

SIWRES
% = SN Baiej {18)
nws.f._.
where 2z;,; is given by (8) with N replaced by 2N.
The yield of the chip is,
=i
r=% _M ay (19)

izo j=o

If we insist on having at least N —s perfectly operat-
ing nodes, then 5 is the total number of completely or
partiaily faulty nodes that we allow, and the yield is given
therefore by,

g 5-1
Y= Lay;
i=o j=1

The state probabilities for the Markov model shown in
Figure 2 are defined as follows,

PEXt) = Pr| The system is in state {i.j) at time t /

The system was initially in state (k1) |
k=01,---,50=01-- N-s; and {502 (k1) lexico-
graphically, with PEH0) = 1 and P¥(0) = 0 for (1.7} > (k.1)
lexicographically.



The above state probabilities satisfy the following
differential equations:

1
LX) - o, BEHCE)
&umm.__nnv ! i i i pkd (20)
df = ..Qiguw.._._.ﬁu+?..|~...~.+1uwuil (t)+adi PE(E)
where
a; = of M+ aldt v af; {21)

We denote by vm any vertex {state) (i.j) satisfying
Zi+j=m. For example, vs is any one of the states (2,1) and
Mp.m in Figure 2. Thus, the sequence
kL), Yapsisn Vsksisa ' Vaiej-r (8.7) corresponds to a
wmﬂ_.u. in Figure 2 from the initial state QPC to the stale
7).

Using this notation, the seolution of {20} under the con-
ditien o; #a;, for all (z,y}# (,j) which is usually
satisfied, is

ﬁw..mnhu = M Qh_mht:QHmmt.& L Qr.m—..u.u i
LI%) Kd)vayar g Vg (15) Z441 2(44-1
NMW e ™! (22)

2i4 7
m=2k+i q era - Qeiv
n=tk+l
Tt Am
PEfE) = ™" (23)

where wgg,; and vy, in {22) specify the states (k1) and
{t.7) . respectively. ‘The summation in (22) is over all
paths (each consisting of {Ri+j) —(2k+[) + 1 nodes) in
the model (Figure 2) from state (k,I} Lo the state {i,7).

Using the state probabilities given by {22), one can
derive closed-form expressions for various performance
measures for different architectures and restructuring
strategies.

The models presented can be extended in two direc-
tions in order to make them more general and more practi-
cal. One is to include two or more types of systern ele-
ments bthal can fail like communication busses, switches
etc. The second one is io allow the use of one
reconfiguration scheme to handle defects and a different
one to handle operational faults.

Iv. CONCLUSIONS

Fault-tolerant architectures that use redundancy for
yield and performance improvement have been considered.
This paper is devoted to the development of an analytical
model for the evaluation of performance and yield improve-
ment through redundancy. The available redundancy on
the chip or wafer 1s primarily limited by the size of the chip
or wafer hence, it is imperative to find a method by which
one can optimatly share the available redundancy between
yield enhancement and performance improvement. The
modeis proposed here can be used to study the effect of
sharing element level and system level redundancy,
between these two stmewhat competing requirements.
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Figure 1: A Markov model for a system with defects and operational faults.
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Figure 2: A Markov model for a system with element level and system level redun-

dancy.
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