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Abstract

The relationship between the reliability of a multi-
processor system and the inlegraiion level of its compo-
nents 15 analyzed, Failure roies are calculated and the
relationship between the die size, power dissipation,
terminal couni and the thermal characteristics of the
package ts discussed. An oplimmal level of iniegration
is proposed for o mauliiple-bus mulliprocessor sylem.
IC vyields are estimated al verious integration levels
io compare the relaiive impact of inlegration ievel on
system reliability and yield.

1 Introduction

With the advancements made in VLSI technology
during the last decade, very high level of integration is
achieved in ICs. Chips with a million transistors are
already in commercial production [18]. The trend in
VLSI technology indicates that multiple processsors,
memory modules and other peripheral iogic can be re-
alized on a single chip. In other words, almost a com-
plete multiprocessor computer system can be realized
on a single chip. An experimental 250-MHz on-chip
multiprocessor system consisting of four 32-bit pro-
mnmwo_.m and 32-Kbyte cache was designed by Hitachi

114.

Implementing more and more logic on a single chip
offers many advantages in terms of performance, com-
pactness, ease of maintenance etc. Ideally, one would
like to have the entire sysiem on a singie chip. This
approach however, tends to make systems more expen-
sive due to yield related problems, loss of general pur-
poseness etc. Other important aspects are the prob-
lems associated with the thermal management, pin out
requirements and reliability. In order to achieve higher
integration levels these problems must be dealt with.

For many highly computing intensive applica-
tions nowadays, multiprocesor systems are preferred
to super computers because of their betier cost-
performance ratio and expandability of the system. A
typical multiprocesser system consists of several pro-
cessors and memory modules connected by an inter-
connection network. This system can be realized using
individual processor and memory chips or by integrat-
ing several processor and memory modules on a single
chip. An example of a multiple-bus multiprocessor
system is presented in Section 2 and the impact of in-
fegration on failure rates of the chips is analysed with
reference to this system.
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The failure rate of an IC is a function of chip pa-
rameters such as technology, integration level, i.e.,
the number of transistors/gates/memory cells, pin
connt, die size, packaging, heat dissipation and de-
sign/process maturity. Most of these parameters are
related to one another. Heat dissipation is the major
contributing factor to failures in chips and its rela-
tionship with failure rates is well established. Heat
dissipation, in turn, is a function of technology, clock
speed, packaging, die size and pin count. Failure rates
of chips with different integration levels are calculated
in Section 6 using the Military Handbook MIL-HDBK-
217E {23}, The failure rate model and iis parameters
are discussed in Section 3.

During the last decade, the 1C feature size has di-
minished from 5um to submicron associated with mul-
tifold increase in circuit integration and power dissipa-
tion. As the state of art VLSI technology allows inte-
gration of millions of {ransitors on a single chip, heat
fluxes have already reached the range of 10-30W/cm?.

It is expected to reach 70-100W/cm? in the near fu-
ture [6]. These heat fluxes pose sericus problems of
thermal management and packaging techniques. The
power dissipation problem is further aggravated by
very high operating speeds of the high performance
logic in the range of 50-100MHz. For reliable oper-
aiion, heat must be removed from the chips so that
the junciion temperatures can be maintained below a
specified limit beyond which the functionality of the
chip is not guaranteed. The failure rate of the chip
increases by a factor of about two for every 10°C in-
crease in junction temperatures. Therefore, suitable
packaging and cooling technigues must be employed to
improve the reliability of the chips and systems. The
thermal characteristics of the VLSI c¢hips and their
impact on reliability are presented in Section 4. Since
power dissipation is the major contributing factor for
chip failures, accuracy of the reliability analysis de-
pends on the accuracy of the power dissipation calcu-
lations. In Section 4, procedures for power dissipation
calculations and associated problems are discussed.

As the level of integration goes up terminal count
also increases for a chip. The shared multiple-bus
architecture, proposed in Section 2, requires only a
modest increase in pin count. As pin count increases,
power dissipation and die size also increase. The effect
of die size on thermal resistance, yield and packaging



styles of the chip are presented in Section 5.

In Section 6, various system configurations of the
multiprocessor system, proposed in Section 2, consist-
ing of chips with different integration levels are anal-
ysed. Die size, pin count and power dissipation are
estimated for each system configuration. The impact
of these parameters on the system reliability, chip yield
and packaging are analysed and an optimal level of in-
tegration with respect to reliability is proposed. Con-
clusions are presented in Seciion 7.

2 Multiprocessor system

A multiple-bus multiprocessor system described be-
low 1s used as an example to illustrate the impact
of integration on reliability and yield. Similar anal-
vsis can be done for any multiprocessor system. A
multiple-bus multiprocessor system contains N pro-
cessors and M memory modules connected by multi-
ple buses. In the conventional organization, individual
processor and memory chips are assembled on printed
wiring boards which are then assembled into a sys-
tem. With the state-of-the-art VLSI technology, chips
with two or more processors and memory modules can
be fabricated. The performance improvements of this
approach are discussed in [8]. In this approach, the
mutiprocesor system is partitioned into several chips,
each containing a smaller number of processors, mem-
ories and buses. These chips are then interconnected
through global buses. Thus, the buses in this multi-
processor system are partitioned into local and global
buses. The local buses interconnect only the on-chip
components providing a high-speed local communica-
tion. Since these buses are local to components within
a chip, they need not be brought out of the chip.
Therefore, the pin ount requirement is reduced in this
bus architecture. This system is formally specified as
follows.

A multiple-bus muliiprocessor system consists of K
chips, each containing n processors, m memory mod-
ules and B local buses. B, global buses connect these
chips for global references [8]. The overall multiproces-
sor system contains N processors , M memory mod-
ules and K chips, where N = K.nand M = K.m. This
system is referred to as a (N x M x(B, + K.B;))
system. The organization of the system is shown in
Figure 1.

3 Reliability prediction

Reliability prediction during design/feasibility eval-
vation of systems has several advantages. It helps in
comparing several competing designs/approaches and
in identifying the potential reliability problems dur-
ing the initial stages of the system design. To predict
the overall system reliability, failure rates of individ-
nal components are calculated first. Then, the failure
rates of the subsystems (board level) are calculated.
Any redundancy provided in the system should be ac-
counted for while caleulating failure rates. One of the
besi data bases of the failure rates of various electronic
componenis is the reliability handbook {23]. The re-
liability prediction procedure using this handbook is
briefly outlined below.
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Figure 1: A modular and highly-integrated
multiple-bus
with B, = B; = 2

3.1 Reliability prediction using MIL-
HDBK-217

This handbook provides a consisteni, uniform
database for making reliability predictions during the
design phase of the electronic equipment. It provides
two methods for calculating component level failure
rates, the “parts stress method,” and “parts count
method”. The parts count method reguires only lim-
ited information where as the parts stress method re-
quires significant information in order to calculate the
failure rates of the components. In this analysis, fail-
ure rates are calculaied using the parts stress method.

Since failure rate parameters are obtained from field
failure data and life test data, typically it takes about
4 to 5 years to include the fallute rate data of new
components/technologies in the handbook. In up-
dating this document, priority is given to component
types and styles most commonly used by the military.
For example, though surface mount technology com-
ponents (SMT) have been in the market for the past
7 - 8 years, their failure data will be included for the
first time in the next version - 217F which is expected
to be released by 1992 [25].

Failure rate models of microprocessors and dynamic
RAMs are taken from this handbook. Since this doc-
ument does not contain information on failure rate
parameters of recent technologies/components, manu-
facturers’ data is used to the extent possible to calcu-
late various parameters of the model that is described
below. For the component types not included in this
handbook, i.e., a single chip with processors and mem-
ory modules, parameters are caiculated from the clos-
est equivalent models given in the handbook.

3.2 Failure rate model

The first mathematical model for IC failure rate
derived from the Arrhenius relationship was given
in MIL-HDBK-217A. This basic model was modified
several times based on field data in subsequent re-
leases of MIL-HDBK-217. The failure rate model
which includes several multiplicative adjustment fac-
tors reflecting device techmnology, packaging, screen-



ing/testing level, use environment, operating voltage,
Process/design maturity etc., is given below.

Ap =g (CilIplly +CoNg) I Failures/10° hours.

(1)
where Ap is the device failure rate in failures/10°
hours, Ilg is the screening/testing level factor, Il is
the temperature acceleraiion factor, based on technol-
ogy, Iy is the voliage stress derating factor, [Ig is the
application environment factor, € is the circuit com-
plexity factor based on bit count, C; is the package
complexity factor and I is the device learning (pro-
cess/design maturity) factor.

3.3 Example failure rate calculations for
a microprocessor
Fajlure rate calculations of Intel-80486, a 32 bit mi-
croprocessor are shown in this section to illustraie the
various parameters of the model. Thermal specifica-

tions of this processor shown in Table 1 are taken from
the Intel technical manual [13).

Table 1: Thermal specifications of Intel-80486 micro-
processor

Parameter Specification
power dissipation 5 Watts (absolute
at 25 MHz maximum)

2.5 Watts (typical)

Thermal resistance from
- junction to case (6;¢)
- case to ambient (6c.)

1.5°C/Wati
3.4°C/Watt (with
heat sink and air flow
of 1000 ft/min)

Based on the chip specifications and end-use envi-
ronmental conditions, appropriate values are selected
from the handbook for different parameters of the
model given in equation 1. Individual parameter val-
ues and calecnlations are shown in Table 2. By substi-
tuting these values in equation 1, the failure rate (Ap)
of the 80486 microprocessor 1s estimated as 0.5178 fail-
ures/million honrs.

4 Thermal aspects

Very high speed technologies coupled with high
integration levels pose serious problems of thermal
management and packaging techniques. Most of
the high performance general purpose microprocessors
consume power in the order of 2 to 8 Watts and most
of it is converted to heat. Chips with 25 Watts max-
imum power rating are fabricated for air cooled envi-
ronments [5]. Since failure rates of the chips increase
by a factor of about two for every 10°C increase in
junction temperature, suitable packaging and cooling
techniques must be employed to improve the reliability
of the devices/systems.

Table 2: Failure rate calculations of Intel-80486 Mi-
CTOPTOCESSOI

Parameier | Value | Specifications

g 10.0 | no additional screening

Cy 0.12 32 bit microprocessor

Iy 1.0 Vdd is 5 Volis

g 0.38 airconditioned environment
Iy 1.0 mature CHMOS-IV process

C, calculations:
Cy = 2.8x107* (N, }*-°8 (leadless chip carrier)
= 0.063  (Active pins(N,) = 151)
T+ calculations:
I = 0.1 exp(X)
X = -A (77377 - 76)
A is 6373 (hermetic CMOS) and T

is the junction temperature)

Iy = 0.2327

4.1 Thermal resistance

The size of the die, where heai is generated, is a
very small fraction of the IC package from where heat
is dissipated to the external environment. Due to vari-
ations in thermal characteristics of the package ma-
terial and the die, thermal resistance exists between
these two materials. Similarly, there is a thermal resis-
tance between the case and external coolant, i.e., air.
The total thermal resistance of a package is normally
expressed as the sum of internal and external thermal
resistance [1]. The internal thermal resistance from
Jjunction to case (#;¢) is the characteristic of the pack-
age material and package iype. The external thermal
resistance from case to ambient (6c4) i1s dependent
on the package style, cooling method employed on the
chip (heat sinks) and in the system [27].

Chips perform satisfactorily upto a specified maxi-
mum temperature depending on the technology used.
For example, TTL plastic devices perform well upto
a maximum junction temperature of 125°C. There-
fore, the case iemperature of a chip must be main-
tained such that junction temperatures do not exceed
the maximum limit. Ambient temperature (T4) limits
can be calculated from the thermal resistance charac-
teristics {#74) using the equations given below.

614 = B1c+6ca

Te = Timaz —8ic+ Py

.Hu» = _H.Q - mﬁ.b * .ﬁa

T4 = Timaz — 854+ Py (2)

where T¢ is the case temperature, Tipq, is the maxi-
mum junction temperature of the devices in the chip,
and P; is the power dissipation of the chip. Chip man-
ufacturers specify case temperatute limits for their de-
vices so that junction temperatures do not exceed 70°-
85°C.

Since 8¢ 4 is dependent on cooling provisions made
in the system, relability of the devices can be im-
proved by providing heat sinks and forced air cooling.



The effect of cooling on 8¢ 4 for two different packages
of the same chip [14] is shown in Figure 2.

18 T T T T T

16 .. ... 0., PGA without heat sink|
.._”;@ ... %, PGA with heat sink
”—.An - ..G.........Av.. wﬁumﬂu muggw.ﬂ —
fca 12 | _® -
{Deg. C e,
per 10 - e 7
Watt) g | *.... a....... © _
. “@...,

o
6 Yo, - .
4 ey T

2 1 1 | | |

0 200 400 600 800 1000 1200

Aijrflow - ft./min
Figure 2: Thermal resistance vs. air flow.
fca depends on the material and the siyle of the
package. It is reduced from 17°C/watt to 13°C/Watt
for pin grid array(PGA) package by providing heat
sink and is reduced from 17°C/Watt to 7.1°C/Watt
by providing 800 ft/min airflow. For plastic quad
flat pack(PQFP) f¢4 is reduced from 17°C/Watt to

9°C/Watt by providing the same amount of air flow.
With the above changes in 8¢ 4, reliability can be im-
proved by about three times. Further improvements
in thermal resistance are possible by applying better
cooling methods, i.e., liquid coolants [17).

The relationship beiween the thermal resistance
and failure rate of a chip is given in equations 1 and 2.
Failure rates of a 32 bit microprocessor (Intel 80486)
are calculated with different values of 67 ,4. The results
are shown in Figure 3. It is evident that the device
reliability can be hmproved with innovative packaging
and cooling technigues.
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Figure 3: Failure rate vs. Thermal resistance.

4.2 Power dissipation

Power dissipation of VLSI devices vary over a wide
range. It varies from few microwatts to milliwatts per
gate for different technologies. Estimating the actual
power dissipation in VLSI circuits is somewhat com-
plicated due to the fact that actual power dissipation

is application dependent. However, maximum power
dissipation can be estimated from layout details. For
example, power requirements of a CMOS inverter can
be estimated using equation 3 given below.

Ps = Vi fCy(WpLp + Waln) (3)

where Ps is the power dissipation of the inverter, Vi
is the supply voliage, f is the frequency of switching,
C, is the average gate capacitance per unit area of the
channel, W, and L, are the width and the length of
the p-channel, respectively, and W, and L, are the
width and the length of the n-channel, respectively.

It is evident that the power dissipation of a chipisa
function of operating voltage, operating/switching fre-
quency, capacitive load and feature size. From this ba-
sic inverter power dissipation, total power dissipation
can be estimated. The disadvantage of this method
is that there can be many types of circuits, having
structures different from basic inverter. Also, in this
method power requirement is overestimated by many-
fold. To have realisiic power estimates, simulation
of typical application environments are suggested {9].
Device manufacturers calculate the maximum power
dissipation by measuring supply current (I..) under
worst case conditions.

Power dissipation for different functional blocks
vary within the chip of a particular technology. Power
dissipation depends on

o Number of transistors used per gate/cell.
o Capacitive loads to be driven.
» Regularity of the structure.

For example, 1/0O buffers dissipate power in the or-
der of milliwatts where as memory cells consume very
little power, i.e., in the order of a microwatt, thereby
allowing very dense memory chips [26]). Power dissipa-
tion of random logic is in between these two extremes.
Power dissipation values of these functional biocks (de-
rived from [10, 12, 22]) are given for three technologies
in Table 3.

Due to these variations in power dissipation, the
leve] of integration thai can be achieved is depen-
dent both on the technology and the functional logic.
Memory devices have already reached the densities
of 16 Mbits per chip [12, 22]. Relationship between
power dissipation and level of integration that can be
achieved for processors is shown in Figure 4. It is as-
sumed that each processor has 400000 transisiors and
the thermal characteristics of the package(PQFP) are
the same as those shown in Figure 2. The maximum
allowed junction temperature is 125°C. To simplify
the calculations only processors are considered. Simi-
lar calculations can be done for any specific architec-
ture such as the multiple-bus architecture described in
Section 2.

5 Die size

Even though the VLSI manufacturing technologies
have reached submicron feature size, die sizes continue
to grow. As more and more logic is integrated on a



Table 3: Power dissipation of different functional blocks

Technology
Parameter CMOS GaAS-MESFET ECL

Internal gate 12uW/MHz 240 W 826 - 1430uW
power dissipation

Output driver | 25pW /MHz/pF 10mW 10.4 - 15.6mW
power dissipation
DRAM H_M_aEcHw 0.1-2.0uW - -
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Figure 4: Level of integration vs Power dissipation

chip, the input/output terminal requirement also goes
up which further increases the die size. The escalation
in die size has direct impact on yield, packaging and
reliability.
5.1 Die size and thermal resistance

The thermal resistance of a chip, as explained in
Section 4, depends on die size and package style. As
die size grows, the heat fiux is reduced resulting in
lower thermal resistance f;,. For example, 8- is
28°C/Watt for a dual in-line package (DIP) if the die
size is smaller than 9.5 mm?. For the same package,
8;7¢ is less than 11°C/Watt if the die size is larger
than 10 mm? [24]. As die size increases, an appro-
priate package style is selected based on heat fluxes
and terminal count. Therefore, larger dies and pack-
ages have better thermal characteristics [4, 21]. How-
ever, the die size growth precipitates many assembly
and reliability problems due to enhanced stresses and
strains in the package [15). The variations in thermal
expansion coefficients may create problems such as die
cracking, molded plastic package cracking etc.

5.2 Die size and yield

The most important aspect of die size 1s its close re-
lationship with the yield of the chip in the fabrication
lines. For chips larger than 2 em?, probably yield is the
limiting factor for the level of integration compared to
reliability. Chip sizes of the high performance general
purpose mictoprocessors had already crossed 2 em?.

For example, the size of the Motorola 68040 chip, a 32
bit microprocessor, is 2.25 cm? [3]. In Section 6, the
chip area is estimated for different integration levels
for the multiple-bus architecture. The size of the chip
varies from 1.2 cm? for a single processor-memory pair
chip to 8.12 ¢m? for a 8 processor-memory pair chip.
For chips of this size, the three parameter generalized
negative binomial yield model given in equation 4 was
found to be more accurate than other yield models
[7, 19].

Y= .wwoﬁ— + .Uo.b\nuvln ﬁ&

where V is the yield of the die, Yy is the gross yield
facior, Dy is the average number of defecis per unit
area, A is the area of the die and o is the clustering
parameter.

Even for a mature product and process line, the av-
erage number of defects per cm? (Do) is more than 1
defect/em?. In chip fabrication lines, average defect
rate of 1.5 defects/cm? is not uncommon. For a new
product or process line it can be as high as 5 to 10
defects/em?. The yield of ihe chips of the multipro-
cessor system with different integration levels is shown
in Figure 5. Yield 1s estimated for values of o between
0.3 and 3.0, which represent highly clustered and mini-
mally clustered point defects, respeciively. Two values
are considered for Dg(1.0 and 1.5) and a fixed value
for Yp(0.95). For a product/process line with & =
1.0 and Dy = 1.5 for example, the yield is 22% for a
chip with 2 processor-memory pairs {area of the chip
is 2.19 em?) and it drops to about 7% for a chip with 8
processor-memory pairs (area of the chip is 8.12 cm?).
Even with the state-of-art VLSI technology, chips can
not be produced at competitive prices if the yields are
well below 10%. It is a long way before yield of these
larger chips can be improved above 30-40%. Chip sizes
are bound to increase in future and thus, new methods
and techniques are to be found to improve the yield
of the larger chips.

5.3 Terminal count and die size

The number of signal terminals (pins) to be pro-
vided on a chip depends on the type of logic, i.e.,
memories, random logic and gate arrays [15]. Mem-
ory chips need the least number of terminals per cell
whereas gate arrays require the highest number of ter-
minals per gate. The relationship, proposed by Rent
[20], between the number of terminals and size of the
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logic (namber of logic gates) is given in equation 5.
Np = KpNkE=» (5)

where Np is the number of pins, Kp is a constant, the
value of which depends on the ability to share signal
lines, Ng is the number of gates in the logic and K
is Rent’s constant.

In multiprocessor systems, the terminal count de-
pends on the architecture of the interconnection net-
work. If shared local and global buses are used, the
terminal count increases only marginally as the level of
integration increases. In addition to signal pins multi-
ple power and ground pins are provided in larger chips
to minimize power surges. The number of power pins
required on a chip depends on many parameters such
as current requirements of the logic, number of ontput
lines that might operate simumltaneously, noise immu-
nity etc. In this analysis 40% of the signal pins are
assnmed for power and ground pins.

6 Reliability analysis

The multiple-bus multiprocessor system presented
in Section 2 is used as an example to analyze the im-
pact of integration on reliability of multiprocessor sys-
tems. This system can be realized with individual pro-
cessor and memory chips or with chips having several
processor and memory modules. The chip count in the
system depends on the level of integraiion of the chips
used in the system. For example, the chip count for a
32 processor-memory pair system will be reduced from
64 to 32 if chips with one processor and one memory
module are used in the system and it will be further
reduced to 16 if chips with 2 processor-memory pairs
are used. In the extreme case, the entire multiproces-
sor system can be realized on a single chip. However,
these iniegration levels can not be achieved due to
limitations of present day fabrication and packaging
technologies. As explained in Seciion 3, the failure
rates of the chips increase beyond acceptable lLimits
at these mmtegration levels. Failure rates of the sys-
tem with chips of different integration levels are given
below.

6.1 Imiegration level and failure rate of

the chips

Chips with different configerations are considered
for the reliability analysis. To estimate the failure
rates of the chip, power dissipation, pin count and
die size of the chip are calculated. These parameters
for different confignrations are shown in Table 5. The
values chosen for calculating the above parameters are
shown Table 4 {2, 16, 18, 28].

Table 4: Area and power dissipation specifications

Parameter Value
Power dissipation per transistor 5 uW

0.1 uW
Power dissipation per signal pad 10 mW
Area per transistor 200 pm?
Area per memory cell 8 um?
Area per signal pad 0.15 mm?

Failure rates are calculated for chips with differ-
ent configurations of processor and memory modules
using equation 1. Level of integration versus failure
rates are shown in Figure 6. The failure rate of the
overall system decreases marginally if chips, with upto
2 processor-memory pairs, are used. This decrease is
with respect to the failure rate of the system when
chips with individual processor and memory elements
are used. Ii increases marginally with 4 processor-
memory pairs. Beyond this level of integration, the
failure rate increases drastically. The failure rate of
the system increases almost 5 times from 45 to 245
failures/million hours as integration level increases 8
times, l.e., from single processor-memory pair to 8
pairs.
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Figure 6: Failure rate vs. Level of integration.

The improvement in reliability at 2 processor-
memory Ppairs is due to decrease in I/0Q pin count,
i.e., pins are shared by elements. This improvement
can not be sustained at higher levels of integration be-
cause of limitations of the heat dissipation capabilities
of the IC packaging materials/technologies. In this



Table 5: Power dissipation and die size calculations

Level of Pin Count Power Die Size
Integration Signal | Power | Total | dissipation | (mm?)
{Watts)

I 1 Processor™ 110 44 154 3.1 103

1 Memory* 24 2 28 0.45 22
II 1P + 1M 110 48 158 3.31 120
II1 | 2P + 2M 120 51 168 5.62 219
IV | 4P + 4M 140 56 196 10.24 416
V 8P + 8M 180 72 252 19.5 812
*Processor has 400000 transitors and memory is 256 Kbytes

analysis, packages for omly air cooled environments
are considered. With better packaging techniques, i.e.,
packages with lower thermal resistance, reliability im-
provements can be achieved even at higher integration
levels. Power dissipation is another major limiting fac-
tor in improving the reliability of the chips. Innova-
iive IC technologies and design styles can minimize
the power dissipation so that higher integration lev-
els are possible without any significant redunction in
reliability.

As the level of integration increases, overall system
reliability improves due to reduction in interconnect
hardware such as printed wiring boards, connectors
and related input/ontput logic. Higher levels of inte-
gration facilitates better utilization of peripheral logic
and thereby minimizes peripheral logic overhead of the
system. It is also possible to minimize certain expen-
stve logic, e.g., with on chip memory, high system per-
formance can be achieved with no or limited cache.
Similar trade-offs may be possible with different ar-
chitectures.

Y Conclusions

The level of integration in an IC has direct impact
on its performance, reliability and yield. To find an
optimum level of integration we need to look at all
these three parameters. Yield and relhability of the
multiple-bus multiprocessor system have been anal-
ysed in Sections 5 and 6, respectively. The perfor-
mance of this system is analysed in detail in m& In
principle, a higher level of integration gives a better
performance. As the level of integration increases,
processors have more of the memories that they need
to access, found on the same chip, i.e., they rely
more on local access which is faster than a global ac-
cess. Consequently, more references are satisfied faster
vielding higher processing power.

Asillustrated in Section 6, the reliability of the sys-
tem improves upto a certain level of integration and
then decreases. The optimal level of integration for a
multiprocessor system depends on the complexity /size
of the individual processor and memory modules, ar-
chitecture of the interconnection network, circuit tech-
nology and the thermal characteristics of the pack-
age. At higher level of integration significant perfor-
mance and marginal reliability improvements can be

achieved. Even higher performance is possible at a
cost of marginal decrease in reliability.

Currently, the major limiting factor in achieving
higher integration levels is the yield of the individual
chips. As illustrated in Section 5, the yield of a chip
at integration levels higher than 4 processor-memory
pairs per chip can be as low as 5%. This drastic reduc-
tion in yield can not be compensated by the savings
due to reduction in imterconnect and peripheral logic.
Therefore, sysiems can be prohibitively expensive at
very high integration levels and performance and re-
liability improvements can not be justified. In order
to exploit the benefits of higher integration fully, yield
improvement techniques need to be addressed at the
design stage.
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