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a b s t r a c t

Using Monte Carlo simulation, the statistical properties of intergranular crack trajectories in
polycrystalline materials are estimated. The polycrystalline microstructures are two dimensional and
are modeled by a Poisson–Voronoi tessellation for the grain geometry and a uniform orientation
distribution function for the crystallographic orientation. A heuristic is introduced for determining the
path of crack propagation when the crack tip arrives at a grain boundary triple junction. This heuristic
applies a combination of two criteria for determining the direction of crack propagation, the maximum
circumferential stress criterion, and a criterion inwhich the crack is assumed to propagate in the direction
with the least material resistance. The resistance of grain boundaries is assumed to be related to the
crystallographic misorientation at the grain boundary. The trajectories of microcracks can be treated as
a random process, and simulation results indicate that the crack process exhibits linear variance growth,
the rate of which is related to the importance attached to the circumferential stress and the material
resistance in determining the direction of propagation. The rate of variance growth is shown to vary
with the average grain diameter, so that microcracks in polycrystals with small grain size will exhibit
less spatial uncertainty. The statistics and distributions of the increments of the crack process are also
given. Through a small changemade to thenormalization applied to non-dimensionalize the statistics, the
results are extended to polycrystals that have spatially varying grain size. Finally, a probabilistic model
is proposed that is able to produce synthetic crack trajectories that replicate the important statistical
properties of the simulated cracks. Such amodel may prove useful in studies of the transition frommicro
to macrocracking.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Uncertainty in fracture phenomena can be traced to two
sources, uncertainty in loading and uncertainty in material
properties. The latter of these is particularly significant when
cracks are microstructurally small, that is, when the length
of the crack is comparable to a length scale of the material
microstructure. An example would be a crack in a polycrystalline
material the length of which is only a few times the average
grain diameter. Uncertainty in microcrack propagation can be
particularly important since a large portion of the service lifetime
of typical structural components is consumed by the initiation and
short crack growth regimes. In this paper, Monte Carlo simulation
is used to evaluate the uncertainty of intergranular microcrack
trajectories in two-dimensional polycrystalline materials.
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The problem of microcrack initiation and growth has received
a large amount of attention in recent years from experimental,
analytical, and computational researchers. Most relevant of the
experimental investigations to this work is the finding that the
statistics of cracks in concrete exhibit features of Brownianmotion
processes, and that the tortuosity of the crack path is related to
the fracture toughness [1]. Regarding initiation of microcracks,
successful models have been developed for the nucleation and
growth of voids on grain boundaries [2,3], and cohesive finite
elements have been used to model the separation of material at
grain boundaries [4–6]. Significant advances have been made in
the ability to simulate, with high fidelity, themechanics of fracture
initiation in polycrystalline materials [7]. The more general topic
of spatial distribution and geometry of damage in random media
is also now coming under study using approximate, but highly
efficient methods [8,9].

Related directly to the problem of uncertainty in fracture
problems are two sets of ongoing studies that seek to provide
high fidelity simulation capabilities for probabilistic nonlinear
crack growth in heterogeneous materials [10–12]. While the
rate of progress in the modeling of highly nonlinear fracture
phenomena in heterogeneousmaterials is impressive, the progress
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Fig. 1. Example of Voronoi tessellations with (a) homogeneous average grain size, and (b) inhomogeneous average grain size.

comes at the cost of increased demand on computational
resources. One approach to ameliorating this increasing demand
on computational resources has been to show that crack growth in
random media is largely independent of the details of the crack
trajectory, and that the stress intensity factors depend almost
entirely on the geometry of the final kink in the crack path [13,14].

In this paper, simplifying assumptions are introduced regarding
the mechanics of fracture that allow the very rapid evaluation
of intergranular fracture paths in two-dimensional polycrystals.
The paper begins with a description of the microstructural model,
and then proceeds to introduce a heuristic for crack propagation
that is based on simplified representations of the stress field in
the microstructure and the grain boundary material resistance.
Using this heuristic, a Monte Carlo study is performed, the results
of which are used to give a thorough statistical description of
the crack path process for intergranular fracture of polycrystals
subject to uniaxial loading. Lastly, a probabilisticmodel is proposed
that can be used to generate statistically realistic microcrack
trajectories without the need to generate a sample microstructure
or perform even an approximate fracture analysis.

2. Microstructure model

This paper addresses the growth of cracks in brittle polycrys-
talline materials in two dimensions. A common model for the mi-
crostructure of such materials is the Voronoi tessellation [15]. The
two-dimensional Voronoi tessellation is used here as a model for
the microstructure of a polycrystalline material comprising grains
with statistically isotropic shape. The Voronoi tessellation parti-
tions a domain D into n cells, or polygons, determined by an under-
lying set of points {ci} called the nuclei. The polygons that make up
the tessellation comprise the sets of points that are closer to one
nucleus than any other. To put this more formally, the polygon Pi
associated with nucleus ci is the set of points

Pi = {x ∈ D : ||x − ci|| < ||x − cj||} ∀j %= i. (1)

The two-dimensional Voronoi tessellation is a consistent model
for materials that obey the physical assumptions that (1) grain
nucleation is simultaneous, (2) grain growth is isotropic and
occurs at a constant rate, and (3) the grains resulting from
the solidification process are (non-circular) cylinders. The third
physical assumption is satisfied in thin films inwhich the thickness
is small compared to the grain size, or in thick materials in
which the conditions of solidification are such that columnar
grains form. The Voronoi tessellation is also a valid model
only for those polycrystalline materials that have not undergone

significant inelastic deformation following solidification. Large
inelastic deformations distort the grains so that they are not
equiaxed and do not have isotropic shape.

The Voronoi tessellation gives a unique partitioning of D for a
given set of nuclei {ci} so that control over the tessellation resides in
themodel used for placement of the nuclei. If deterministic nucleus
locations are used, for example nuclei lying on a cubic grid, then the
tessellation itself is rendered deterministic. Here, in order tomodel
random material microstructures, the Poisson point field N(D) is
used as a model for the nucleation sites. The two-dimensional
Poisson point field is governed by its intensity function λ(x), x ∈
R2 which has dimension L−2 and gives the expected number of
points per unit area at location x. It can alternatively be loosely
interpreted as the likelihood that a point will be found at location
x. The expected number of points in D is given by E[N(D)] = N̄ =∫
D λ(x)dx, and the randomvariableN(D) is Poissondistributedwith
parameter N̄. For the case of a homogeneous Poisson point field,
where λ(x) = λ, N̄ = λA, where A = ∫

D dx is the area of D.
Numerous algorithms are available for generating realizations of
homogeneous and inhomogeneous Poisson point field [15]; the
thinning algorithm is implemented here. Fig. 1 shows examples
of the two grain geometry models used in this study, one with
spatially homogeneous grain size λ = 350 and one with grain size
decreasing with x1 as λ = 5000/(1 + (2 − x1)3)2. In both cases,
D = [0, 1]2 is the unit square and N̄ = 350.

The crystallographic orientation forms the second part of
the microstructural model used in this work. While only two-
dimensional grain geometries are considered here, the full,
three-dimensional representation of the orientation is used. The
crystallographic orientation gives the rotation necessary to bring
the crystal axes into coincidence with a reference coordinate
system. The crystal axes are typically defined with respect
to the atomic positions on the periodic crystal lattice of the
material, and define the principal axes of material anisotropy.
The misorientation is the difference in orientation between two
sets of crystal axes and is critical in defining the nature of
grain boundaries. Of the many possible representations of the
crystallographic orientation [16], the Euler angles (φ1,Φ,φ2) [17]
are used here to define the orientation with the notation !1 =
φ1,!2 = Φ,!3 = φ2 adopted to allow the orientation to be
denoted by the vector ! . Capitalization of {!i} and ! indicates
that these are random quantities. The misorientation, on the
other hand, is represented here in its axis/angle form, in which
Θ(! i,! j) = Θij is the angle of misorientation between the
orientation in grains i and j. Capitalization is again used to indicate
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that the misorientation is a random quantity by virtue of the
uncertainty associated with the orientation field.

The orientation is assumed to be constant within grains so that
the orientation field !(x) throughout a virtual polycrystal with
n grains is determined by the random vectors !k = !(ck), k =
1, . . . , n which are here assumed to be uncorrelated. Since the
effect of crystallographic texture is not a subject of study in this
work, the marginal distributions of !(x) are defined such that

!1 ∼ U(0, 2π)

1 − cos(!2)

2
∼ U(0, 1)

!3 ∼ U(0, 2π) (2)

which give orientations that are uniformly distributed on the stere-
ographic sphere. Uncorrelated orientations with marginal distri-
butions given by Eq. (2) result in grain boundary misorientations
Θij that follow the Mackenzie distribution [16]. This distribution
is itself non-uniform, with maximal probability density near 45◦.
Non-uniformity of themisorientation distribution function has im-
plications for the mechanics of intergranular fracture since the
strength of grain boundaries can be linked to the misorientation.

3. Crack propagation heuristic

The above model for a two-dimensional polycrystalline mi-
crostructure with uniformly distributed crystallographic orien-
tations is developed for use in investigating the propagation of
intergranular cracks. Since crack trajectories C(x1) through such
microstructures, and subject to the boundary conditions corre-
sponding to amacroscopic uniaxial strain field,will be random, and
since the main goal of this paper is to describe the statistical prop-
erties of such cracks, Monte Carlo simulation is used to generate
a large number of virtual cracks from which statistics can be esti-
mated. One set of assumptions regarding fracture behavior in the
problem is:
(1) material failure is brittle and linear elastic fracture mechanics

applies,
(2) the crack is intergranular, that is, C(x1) always lies on a grain

boundary,
(3) cracks initiate at the left edge of D, or x1 = 0,
(4) crack propagation is always in the direction of increasing x1,
(5) cracks do not branch,
(6) crack propagation continues until the crack tip reaches x1 = 1,

or the right edge of D.

Subject to the preceding assumptions, determination of the
fracture path through D requires the determination of the site
of crack initiation from among the points of intersection of the
grain boundary network with x1 = 0, and, subsequent to that
determination, the identification, at a series of grain boundary
junctions (triple points), of the grain boundary along which the
crack propagates. If the grain boundary vertices are denoted by {vi},
and those that satisfy vi,1 = 0 are denoted by v0

j the initiation site
is chosen as

C(0) = vj,2, j = argmin
j

(
‖v0

j − [0, 0.5]T‖
)

(3)

so that the crack begins as close as possible to the middle of the
left edge of D. This assumption regarding the initiation site does
not affect the post-initiation behavior of the cracks, and is made
without sacrificing generality of the results.

The key simplifying assumption made here is that crack
growth is strictly intergranular, meaning that the crack surface
always coincides with grain boundaries. Crack growth in brittle
materials proceeds along the grain boundaries when the strength,
or toughness, of the boundary is substantially lower than that of
the crystalline material that makes up the individual grains. If,

Fig. 2. Typical microstructural geometry at the time when a crack tip approaches
a grain boundary triple point.

conversely, the boundary phase has greater toughness than the
crystalline phase, cracks will tend to propagate through the grains.
This mode of crack growth is called transgranular fracture.

Generally, it is the presence of defects or localized weakening
that drives crack growth to the grain boundaries. For example, a
material with a large number of second phase particles located
at grain boundary surfaces may exhibit intergranular fracture due
to stress concentration at the grain boundaries induced by the
presence of the second phase particles. Similarly, if voids have
nucleated and grown on the grain boundaries, as, for example,
during some high-temperature deformation processes, these voids
provide a low-energy pathway for crack propagation along the
grain boundaries. Finally, during plastic deformation dislocations
can accumulate at grain boundaries. These accumulations of
dislocations act as defects and can induce intergranular fracture.
Grain boundaries can also be weakened by chemical processes
that preferentially attack the boundary phase. Fracture under
these conditions is called stress corrosion cracking. Similar grain
boundary weakening occurs during hydrogen embrittlement of
metals. Generally speaking, second phase particles and voids can
lead to intergranular fracture in metals and ceramics, whereas
dislocation pileup, stress corrosion and hydrogen embrittlement
drive intergranular fracture in metals. Two specific examples are
the occurrence of stress corrosion cracking in aluminum alloys
employed in airframe structures, and hydrogen embrittlement
fracture in high-strength steels used in the nuclear industry.

The above discussion shows that the intergranular fracture
mode studied in this paper is important in a broad range
of engineering situations. The transgranular mode, clearly, is
also an important fracture mode in engineered structures. The
simplified approaches to trajectory determination described here
can in principle be extended to simulate transgranular fracture.
This extension, however, would require a reliable method for
calculating the relative toughness of grain boundary and crystalline
phases. This is much more challenging than what is required
here, namely the relative toughness of two grain boundaries.
Furthermore, the assumption of intergranular fracture presents a
discrete set of possible trajectories, following the grain boundaries.
Transgranular crack trajectories can vary continuously, resulting in
an infinite set of possible trajectories. Practically speaking, these
complications would significantly reduce the efficiency and utility
amodel for transgranular fracture analogous to that proposed here
for intergranular fracture.

Fig. 2 shows the typical situation that arises when the crack tip
has completed propagation along a grain boundary and has arrived
at a triple point of the grain boundary network. In the figure, the
three grains forming the triple point are given the indices 1, 2, 3.
The boundaries are denoted by bi, i = 1, 2, with themisorientation
angle at the boundary being θi, i = 1, 2. These misorientations
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are calculated from the grain crystallographic orientations ! j, j =
1, 2, 3. Themacroscopic stress field is shown as the tensile stress σ,
and the homogeneous trajectory is the direction the crack would
propagate in a homogeneous, isotropic, continuum subject to this
applied macroscopic stress state. The angles γ1 and γ2 give the
deviation from the homogeneous trajectory of the candidate crack
paths defined by the grain boundaries.

In linear elastic fracture mechanics cracks are assumed to
propagate in the direction of maximum circumferential stress, the
σθ-max assumption, or, alternatively, the direction of maximum
energy release rate, the G-max assumption, among several other
possibilities [18]. In the current situation of an intergranular crack
tip at a triple point, at most two candidate directions are available,
coinciding with the boundaries b1 and b2. Using finite element
analysis, the circumferential stress could be calculated, which, at
b1 and b2 is equivalent to the stress component normal to the
boundary, denoted here by σn1 and σn2 for the two boundaries.
Alternatively, using an additional finite element analysis for each
candidate direction, a finite difference approximation of the energy
release rate in each of the candidate directions can be obtained.

This approach has been previously implemented for the type
of problem addressed in this paper [19]. This approach requires,
however, three finite element analyses at each decision point of
the crack propagation, aswell as significant challenging remeshing.
Thus, this finite element based approach to crack trajectory
determination is not practical for the Monte Carlo simulation of
crack geometry proposed in this study.

In order to obtain meaningful results regarding the geometry
of intergranular cracks via Monte Carlo simulation, an heuristic
model for determining the direction of crack propagation at
triple junctions is now proposed (see also [20]) that allows for
rapid computation of fracture patterns in random polycrystalline
materials. Define, for each grain boundary, or candidate direction,
the quantity

Ai = w
(
1 − | cos γi|

1

)
+ (1 − w)

(
1 − θi

θmax

)
(4)

where γi and θi are defined as in Fig. 2, 1 is the maximum value
of cos γi, θmax = 62.8◦ is the maximum angle of misorientation
permissible in the axis/angle representation, and w is a weight
factor between the two competing criteria. The direction of crack
propagation from a triple point is chosen to minimize A. When
w = 1, Ai = 1 − cos γi which is minimized for γi = 0. Thus, when
w = 1, the criterion reduces to one approximating the σθ-max
criterion with σn1 = σ cos γ1 and σn2 = σ cos γ2. These expressions
approximate the actual circumferential stresses that arise at the
crack tip using the assumption that the state of stress at the triple
point is σ22 = σ, σ11 = σ12 = 0. These assumptions correspond
to neglecting the stress field heterogeneities induced by the
elastic mismatch between the individual grains resulting from the
variation of orientation. This reduces the problem of calculation of
the stresses σn1 and σn2 to the calculation of traction on a surface
of known orientation in a known stress field, as opposed to a finite
element analysis of a heterogeneous medium. For materials such
as aluminum, with a relatively small degree of anisotropy, this
assumption is close to being valid. For materials with more severe
anisotropy the assumption may not be appropriate.

Conversely, when w = 0, the stresses σn1 and σn2 are
neglected completely, and only the grain boundary misorientation
is considered in determining the direction of crack propagation.
This criterion is based on the observation that the fracture
toughness of grain boundaries is inversely related to the angle of
misorientation. That is, grain boundaries with largemisorientation
tend to be less resistant to fracture than those with small
misorientation [21,22]. The relationship between orientation and
fracture toughness is complicated, and has not been fully explored

either by experiments or direct calculations. For example, there
exists a class of special grain boundaries that exhibit extremely
high strength despite relatively large angles of misorientation. The
details of this relationship depend on the complicated geometry
of the intersection of the crystal lattices. For the purposes of this
study, the details of themisorientation–toughness relationship are
neglected, and it is assumed that the relationship is linear.

To summarize, when w = 1 the crack direction is determined
based on maximization of the approximate normalized resolved
normal stress on the boundary, given by cos γi if the remote stress
is of unit magnitude, and when w = 0, the crack direction
is determined based on maximization of the grain boundary
misorientation, corresponding to a minimization of the grain
boundary fracture toughness. The two criteria at the extremes
of the range of w are based on selecting either the most heavily
loaded grain boundary (w = 1), or the weakest grain boundary
(w = 0). Themaximumnormal stress criterion delivers crack paths
that remain as close as possible to the homogeneous trajectory,
while, for uncorrelated orientations, the maximummisorientation
criterion results in equal probability of crack advance along each
of the two candidate grain boundaries when a crack encounters a
triple point, subject to the constraint that the crack tip move in the
direction of increasing x1.

4. Results and discussion

The crack propagation heuristic described above is imple-
mented in MATLAB to solve the crack trajectory in a simulated
polycrystal. This section presents the results of Monte Carlo sim-
ulation of these crack trajectories. The geometry of the polycrystal
is D = [0, 1]2 mm, and a macroscopic stress field is assumed that
has σ22 = σ, σ11 = 0, and σ12 = 0. As described in the previous
section, the crack is assumed to initiate at x1 = 0with C(0) as close
as possible to x2 = 0.5. Since this paper is focused on the uncer-
tainty associated with microcrack propagation, rather than micro-
crack initiation, all simulated crack trajectories are shifted in the
x2 direction so that they initiate from (0, 0.5) exactly. If the sim-
ulated crack trajectory is C(x1), then the shifted crack trajectory is
C(x1) − (C(0) − 0.5). Only the shifted crack trajectories are dis-
cussed in this paper, so, to simplify the notation, C(x1) is used to
denote the shifted crack paths.

Results are given in this section for two types of polycrystals,
one with a spatially homogeneous average grain size correspond-
ing to λ(x) = λ, and one with a spatially varying average grain size
corresponding to λ(x) = 5000/(1 + (2 − x2)3)2. This last inten-
sity function is arbitrarily chosen, but gives grain structures that
are representative of those that arise in materials subject to differ-
ential cooling and solidification.

4.1. Trajectory variance

Statistics of the random process C(x1) can be estimated from
the realizations generated by the Monte Carlo algorithm described
above. This section, dealing with simulated polycrystals with con-
stant grain intensity, examines the variability of these statistics
with the grain intensity λ and the propagation criterion parame-
ter w.

Fig. 3 shows 25 crack trajectory realizations for λ = 1000
and (a) w = 0 and (b) w = 1, corresponding to the
maximum misorientation and maximum normal stress criteria
respectively. As expected, the cracks generated from themaximum
normal stress criterion, always preferring to remain close to the
homogeneous trajectory, exhibit significantly less scatter than
those generated using the maximummisorientation criterion.

The first observation corresponding to the statistical character
of these crack trajectories is that var[C(x1)] = σ2(x1), the variance
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(a) w = 0; max. misorientation.

(b) w = 1; max. normal stress.

Fig. 3. Sample Monte Carlo crack paths for (a) maximummisorientation criterion,
and (b) maximum normal stress criterion.

of the crack process, grows linearly with x1. This is shown in Fig. 4,
which shows σ2(x1) for polycrystals with λ = 1000 and values of
w ranging from 0 to 1. As previously observed, the variance grows
faster for small w. The slope of the lines in Fig. 4 are the statistical
signature of intergranular growth according to Eq. (4), and the
determination of how this slope depends on the parameters λ
and w forms the core of this section. Each of the lines plotted is
determined from5000 independent crack path realizations, so that
the figure contains data from 55000 simulated crack paths.

The axes in Fig. 4 are horizontal position x1 in millimeters,
and the variance of the crack trajectory, having units of mm2.
If the results of this study are to be broadly applicable, they
should,where possible, be presented in non-dimensional form. The
normalizing length scale in the problem is λ−1/2, which is related
to the average grain size Ā since Ā ∝ λ−1. To non-dimensionalize
the results, let s2 = σ2λ and x̃1 = ∫ x1

0
√

λdu = x1
√

λ. To see
the relationship between the slope of the normalized variance,
ṡ2 = ds2/dx̃1, and the rate of increase, dσ2/dx1, of the raw variance,
observe that

ds2

dx̃1
= ds2

dx1
dx1
dx̃1

= dσ2

dx1

√
λ. (5)

Intuition suggests that the quantity ṡ2 should be a constant
Cs(w) for fixed w, in which case

Cs(w) = dσ2

dx1

√
λ. (6)

Fig. 4. Crack variance for λ = 1000 and w = [0, 0.1, . . . , 1]. The figure shows the
linearity of the variance growth as well as the dependence on the rate of variance
growth on the parameter w.

(a) raw variance growth.

(b) normalized variance growth

Fig. 5. Crack process (a) raw and (b) normalized, variance growth for values w =
[0, 0.25, 0.5, 0.75, 1], and intensity values λ = [100, 200, . . . , 1000].

This is shown in Fig. 5 in which the normalization is applied to
the slope of the variance growth to remove the dependence on the
intensity. The data presented in Fig. 5 are obtained from theMonte
Carlo simulation described above. In the data, there is a boundary
effect inwhich the variance growth becomes nonlinear near x1 = 0
and x1 = 1 (see Fig. 4). In determining the slopes of the variance
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Fig. 6. Normalized crack variance growth rate against propagation weight
parameter for λ = 1000.

curves, this boundary effect is ignored, and least squares regression
gives the best linear fit σ2 = σ̇2x1 to the data in the interval
[d̄ε, 1− d̄ε] where d̄ε = 2

√
1/λπ is the average grain diameter. This

figure, along with the above calculations, demonstrates that the
rate of variance growth, a quantification of the uncertainty in crack
trajectory, increases with decreasing grain intensity, and, when
normalized by multiplication by the square root of the intensity, is
constant. This normalization does not remove the dependence on
theparameterw. The alternative interpretation of these statements
is that the crack path variance growth rate must be normalized by
division by the square root of the average grain size, and that crack
trajectories are less scattered in materials with small grain sizes.

Returning to the data of Fig. 4, 6 shows the variation of
the normalized rate of variance growth ṡ2 = σ̇2

√
λ with the

propagation weight criterion w. The variance growth rate drops
precipitously with increasing w, nearly reaching its limiting value
of approximately 0.15 near x1 = 0.5. The weight parameter w
can be interpreted as a property of the polycrystalline material,
although a formal connection between w and the material
properties such as themisorientation distribution function and the
grain boundary fracture toughness remains to be derived.

The data in Fig. 6 are shown overlaid with a bilinear fit that
yields the approximate functional relationship

ṡ2 =
{−0.69w + 0.50, 0 < w ≤ 0.5
−0.020w + 0.16, 0.5 < w ≤ 1. (7)

Having the relation between ṡ2 and w in an, at least approximate,
functional form, will prove useful when amethod is later proposed
for directly simulating intergranular crack trajectories.

4.2. Trajectory increments

While the results presented above give a characterization of
the variability of the entire crack path, also important are finer
scale details of the crack path statistics, namely the marginal
distributions of the crack path process, the distributions of the
increments of the crack process, and the correlation structure
of the crack process. The crack process C(x1) is piecewise linear
because the cracks are intergranular and the Voronoi tessellation
produces polygonal grains. Therefore, the process of crack advance
can be viewed as an incremental process

x1,i+1 = x1,i + ∆X1,

C(x1,i+1) = C(x1,i) + ∆X2 (8)

in which ∆X1 and ∆X2 are random variables. The properties of the
random variables ∆X1 and ∆X2 should depend upon the system
parameters w and λ. Fig. 7 shows typical histograms for the crack
process increments for w = 0.5 and λ = 500. Weibull and
exponential fits to the ∆x1 data are given. For the ∆x2 data, the
density f (x) = ν exp(−ν|x|)/2 with ν−1 = E[|∆x2|] provides a good
fit and is called herein the two-sided exponential distribution. The
fit of the Weibull and exponential distributions to the ∆x1 data is
not very good, particularly in the positive tail of the distribution,
where both the Weibull and exponential overpredict the number
of large values of ∆x1. The exponential distribution, however,
has the disadvantage of drastically overpredicting the number of
very small increments of crack advance. Therefore, the Weibull
pdf is selected as the model for the random variable ∆X1. It is
important to note that the Weibull distribution is chosen merely
because it provides the best fit to the data of the standard library
of probability distributions, and not because of any connection of
∆X1 to the assumptions of extreme value behavior that underlie
theWeibull distribution. Alternatively, one could use the empirical
cdf estimated from theMC simulation results. For the∆x2 data, the
two-sided exponential distribution with parameter ν, mean zero
and variance 2/ν2, provides a good qualitative fit, though, as with
the ∆x1 data, the tails are heavier than the data indicate.

The histograms shown in Fig. 7 are typical in shape for the
random variables ∆x1 and ∆x2 across the range of values w =
[0, 1] and λ = [100, 1000] investigated here. The mean and
standard deviation of the crack increments, when normalized by
multiplication by the square root of the intensity, are found to be
constant across variation in intensity λ. The mean and standard
deviation of the crack increments do, however, vary with the
propagation parameter w. This is shown in Fig. 8(a) which shows
themean and standard deviation of∆X1 increasingwith increasing
w, as crack trajectories are forced closer to the homogeneous

Fig. 7. Histograms and estimated probability density functions for the crack advance increments with w = 0.5 and λ = 500.
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Fig. 8. Crack increment statistics: (a) mean and standard deviation of ∆X1 and |∆X2|; (b) crack increment cross correlation and scatter plot.

trajectory, and conversely, the mean and standard deviation of
|∆X2| decreasing with increasing w.

The variables ∆X1 and ∆X2 are uncorrelated, with a maximum
estimated correlation coefficient of 0.002 based on 500000
variable pairs. The variables ∆X1 and |∆X2|, however, are not
uncorrelated. Fig. 8(b) shows the dependence of the correlation
coefficient on the propagation parameter w, along with a scatter
plot of ∆X1 and |∆X2| for w = 1 and λ = 1000. As w increases,
the maximum normal stress criterion becoming increasingly
significant in determining the trajectory, the correlation of the
crack increments increases to a maximum value of approximately
0.46. This correlation is significant and is critical in generating
realistic realizations of the crack process C(x1).

The spatial correlation structure of the crack process can be
given in two ways. In one, correlation between the crack process
increments is used to characterize the process, and in the other,
C(x1) is treated as a continuous process with a correlation function
that depends on two position variables. In the first approach the
correlation structure is given by the matrix scaled covariance
function with components

ρij(n) = (E[∆xi,k] − µ∆xi)(E[∆xj,k+n] − µ∆xj)

σ∆xiσ∆xj

. (9)

The Monte Carlo data show that, for n ≥ 2, ρij(n) ≈ 0, and
that ρ12(1) ≈ 0. Fig. 8(b) gives ρ1|2|(1), where the bars around
the 2 indicate that the absolute value of ∆X2 has been used in
the calculation, and Fig. 9 gives ρii(1), i = 1, 2, in addition to
ρ12(n), which is near zero. The correlations in Fig. 9 are everywhere
negative, indicating that short increments of crack advance are
likely to be followed by long increments, and vice versa. The
magnitude of the correlations shown in Figs. 8(b) and 9 growswith
w, indicating that as the crack paths are forced to remain closer to
the homogeneous trajectory, the correlation increases.

The second way to characterize the correlation structure is
through a continuous scaled covariance function

cov(y, z) = E[C(y) − µc]E[C(z) − µc]. (10)

If y < z, this expression can be rewritten as

cov(y, z) = E[(C(z) − C(y) + C(y)) C(y)] − µ2
c

= E[(C(z) − C(y)) C(y)] + E[C(y)2] − µ2
c

≈ σ̇2(λ,w)y (11)

where the third step results only in an approximate equality
because the increment C(z) − C(y) is not strictly independent of
C(y) for the crack process. In Eq. (11), σ̇2(λ,w) = ṡ2(w)/

√
λ is

the rate of variance growth of the crack process, and ṡ2(w) can be

Fig. 9. Crack increment scaled covariance for sequential increments.

found from Eq. (7) or Fig. 6. If z < y the calculations of Eq. (11)
can be repeated, resulting in cov(y, z) ≈ σ̇2(λ,w)z, so that the final
covariance function is

cov(y, z) ≈ ṡ2(w)√
λ

min(y, z), (12)

which is, excepting a scale factor, equal to the covariance function
of the Brownian motion process covB(y, z) = min(y, z). Fig. 10
shows, (a) the covariance function of the crack process for w = 0.5
and λ = 1000 based on 5000 Monte Carlo simulations, and (b)
the difference between the estimated covariance of Fig. 10(a) and
the approximate analytical function of Eq. (11). The agreement is
excellent, with a maximum deviation of 1 × 10−3. This deviation
is, however, highly localized near y = z = 1, where it has been
previously shown that a boundary effect introduces error into the
Monte Carlo results. Elsewhere, the error is of the order of 1×10−4.

4.3. Trajectory marginal distributions

The crack process C(x1) can be viewed as a sum of random
variables C(x1) = ∑m

k=1 ∆X2,k wherem is determined by howmany
grain boundary triple junctions have been traversed by the crack
tip. If the random variables {∆X2,k} were identically distributed
and independent, the central limit theorem would indicate that
the marginal distribution of C(x1) should approach the Gaussian
distribution for sufficiently large values of x1. In this problem, these
variables are not independent (see Fig. 9). Nevertheless, Fig. 11
indicates that convergence to a Gaussian marginal distribution



124 S.R. Arwade, M. Popat / Probabilistic Engineering Mechanics 24 (2009) 117–127

Fig. 10. Crack process covariance function: (a) covariance function of 5000 Monte Carlo simulations with w = 0.5 and λ = 1000, and (b) the error between the estimated
covariance function and the approximate analytic covariance function in which positive values indicate that the MC result is larger than the analytic result.

Fig. 11. Kurtosis of crack path process for λ = 1000 and w = [0, 0.1, . . . , 1] showing convergence to the Gaussian value of 3.0. Subframes show Gaussian probability plots
for C(x1) with w = 1 at various positions, x1 = [0.02, 0.1, 0.9]. The probability plots show that at x1 = 0.02 the marginal distribution is far from Gaussian, but by x1 = 0.1
the Gaussian distribution provides a high quality fit to the data.

occurs rapidly for the crack process. The main frame shows the
kurtosis of C(x1) against position for w = 0, 0.1, . . . , 1.0 and λ =
1000. Each curve is estimated from 5000 Monte Carlo simulations.
The subframes show normal probability plots of the crack path
process, again based on 5000 Monte Carlo simulations, for w = 1
at x1 = [0.02, 0.1, 0.9]. By approximately x1 = 0.1, the kurtosis
and probability plots show excellent agreement with the Gaussian
distribution. For λ = 1000, this corresponds to approximately 3
grain diameters.

4.4. Inhomogeneous polycrystals

The preceding results are for polycrystals in which λ(x) =
λ is a constant, but it is well known that real materials exhibit
spatially varying average grain sizes corresponding to spatially
varying grain intensity λ(x). Recall from the previous section the
introduction of the normalized quantities x̃1(x1) = ∫ x1

0
√

λdu and
ṡ2 = σ̇2

√
λ. These normalizations can be extended to the case

where the intensity is a function of x1 by

x̃1 =
∫ x1

0

√
λ(u)du and

ṡ2(w) = σ̇2(w, x1)
√

λ(x1) (13)
the second of which leads to a way to describe the variance growth
of a crack process in an inhomogeneous polycrystal, which is now
nonlinear. This description is

σ2(w, x1) =
∫ x1

0

ṡ2(w)
√

λ(u)
du (14)

where ṡ2(w) can be found from Eq. (7) or Fig. 6.

To demonstrate the applicability of these expressions to
inhomogeneous polycrystals, consider the following example. Let
λ(x1) = 5000/(1+(2−x1)3)2 whichproduces polycrystals inwhich
the average grain size decreases with x1. That is, large grains are
found near x1 = 0 and small grains are found near x1 = 1, similarly
to the example of tessellation in Fig. 1(b). The average number of
grains in such a polycrystal is 350. Assume also that w = 0 so that
the maximum misorientation criterion is used to determine crack
trajectories. From Eq. (7), ṡ2 = 0.5 and Eq. (14) gives

σ2(0, x1) =
∫ x1

0

1 + (2 − u)3

10000
du

= −36x1 + 24x21 − 8x31 + x41
400

√
2

. (15)

The variance of the crack process as estimated from 5000 Monte
Carlo samples is shown in Fig. 12(b) along with the analytic
solution for the crack process variance. The agreement is extremely
good and indicates that the normalization scheme, as extended
to inhomogeneous polycrystals, is correct. In the sample crack
trajectories of Fig. 12(a), the decreasing grain size is observed in
the shorter increments of crack advance as x1 approaches 1. For the
sake of brevity, a full investigation of the statistics of crack paths
in inhomogeneous polycrystals is omitted from this paper, but the
demonstrated correctness of Eq. (15) indicates that the statistics
observed for cracks in homogeneous polycrystals should remain
the same, excepting normalization by the instantaneous value of
λ(x1). One extension to this study that is deferred at this time is the
investigation of crack behavior in polycrystals in which the grain
intensity depends on both x1 and x2.
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Fig. 12. Crack paths in inhomogeneous polycrystals: (a) crack trajectories and (b) variance growth of the crack process.

5. A model for intergranular cracks

The statistics presented in the previous section suggest
a probabilistic model for intergranular cracks based on the
incremental nature of the crack process. Let Ci = C(X1,i), i =
0, 1, . . . be the position of the crack tip at locations {X1,i}, such
that (Ci(X1,i), X1,i) is the location of the ith vertex in the crack path
process. The increments of the process are then given by

∆X1,i = X1,i − X1,i−1

∆X2,i = Ci − Ci−1, i = 1, 2, . . . (16)

which lead to

X1,i = x1,i−1 + ∆X1,i and
Ci = Ci−1 + ∆X2,i (17)

as equations for the crack process.
To simulate the crack process, then, successive samples of

the conditional random vector [∆X1,i∆X2,i]T |[∆X1,1 = ∆x1,1, . . . ,
∆X1,i−1 = ∆x1,i−1;∆X2,1 = ∆x2,1, . . . ,∆X2,i−1 = ∆x2,i−1] are
required. The difficulty posed by this expression is that the history
vector grows with each successive step of crack advance. Fortu-
nately, Monte Carlo results indicate that significant correlations do
not extend past the previous increment, so that the actual task is
merely to generate

[∆X1,i∆X2,i]|[∆X1,i−1 = ∆x1,i−1∆X2,i−1 = ∆x2,i−1] (18)

which is easily accomplished using one of many methods for gen-
erating non-Gaussian random vectors (see, for example, [23–25]).
To generate a statistically realistic intergranular crack, without
generating a sample microstructure and without employing the
propagation technique presented above, assuming D = [0, a]2,
specified w, specified grain intensity λ(x1), specified initiation site
C(0) = c0 and uniaxial macroscopic extension in the x2 direction,
the following steps can be followed:
Initialization phase:
(1) Find, from Eq. (7) or Fig. 6 the normalized rate of variance

growth ṡ2 for specified w,
(2) Find, from Figs. 8 and 9, the mean and variance of ∆X1 and the

correlation matrix of the random vector of Eq. (18),
(3) Generate a sample ∆x1,1 from the, approximately Weibull,

random variable∆X1 withmean and variance taken from Fig. 8
and de-normalized by division by

√
λ(0) and set x1,1 = ∆x1,1,

(4) Generate a sample ∆x2,1 from the two-sided exponential
distribution with variance ṡ2(w)/

√
λ(0)∆x1,1 corresponding to

ν =
√
2/σ̇2∆x1,1 and which satisfies the cross correlation of

∆X2,1 with ∆X1,1, and set c1 = c0 + ∆x2,1.

Propagation, starting from x1,1 and c1, so that i = 2, 3, . . .:

(5) Generate a sample ∆x1,i from the, approximately Weibull,
random variable∆X1 withmean and variance taken from Fig. 8
and de-normalized by division by

√
λ(x1,i−1), and appropriate

correlationwith∆x1,i−1 and∆x2,i−1, and set x1,i = x1,i−1+∆x1,i,
(6) Generate a sample∆x2,i from the two-sided exponential distri-

bution with variance ṡ2(w)/
√

λ(x1,i−1)∆x1,1 corresponding to

ν =
√
2/σ̇2∆x1,i and that satisfies the cross correlation of ∆X2,i

with ∆X1,i, ∆X1,i−1, and ∆X2,i−1, and set ci = ci−1 + ∆x2,i,
(7) Repeat steps 5–6 until xi ≥ a.

To illustrate the effectiveness of this procedure, it is applied
to the problem of generating synthetic crack trajectories for D =
[0, 1]2, w = 0, λ = 1000, x1,0 = 0, and c0 = 0.5. Based on 5000
samples, Fig. 13 shows (a) example of synthetic crack trajectories
that compare qualitatively well to those of Fig. 3(a), and (b) the
variance of the synthetic crack process, that agrees well with the
variance of the crack trajectories generated using the heuristic
propagation criteria presented earlier.

This procedure generates synthetic crack trajectories that
fully match the statistical properties of the Monte Carlo crack
trajectories shown earlier. In some cases, it may be necessary only
to know the location of the crack tip after a certain amount of
overall crack advance rather than the full details of the crack tip
history, namely the tortuous crack path. In such cases, subject to
the same assumptions as above, a simple, but accurate model for
the crack tip position is

c(x1) ∼ N
(
c0,σ

2
)

σ2(w, x1) =
∫ x1

0

ṡ2(w)
√

λ(u)
du, (19)

so that simulation of the crack tip position requires only generation
of a Gaussian random variable, provided that the final crack
position is more than several grain diameters from the initiation
site.

6. Conclusion

Treating intergranular cracking as a random process, the
numerical experiment of Monte Carlo simulation is used to
estimate the statistical properties of intergranular microcracks.
Due to the large number of realizations needed to provide reliable
estimates of crack process statistics, a simplified heuristic for
intergranular crack propagation in two-dimensional polycrystals
is used that incorporates the effects of stress on grain boundary
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Fig. 13. Results of probabilistic crack mode for D = [0, 1]2, w = 0, λ = 1000, x1,0 = 0, and c0 = 0.5 showing, (a) sample crack trajectories, and (b) crack process variance
compared against that for crack trajectories generated using heuristic propagation criteria.

faces and the fracture toughness of grain boundaries through
the crystallographic orientation. In performing the Monte Carlo
simulations, it is assumed that the cracks propagate through
a polycrystal occupying the unit square [0, 1]2 mm subject to
uniaxial extension, and that the cracks do not branch and do
not arrest. The polycrystals are modeled as Poisson–Voronoi
tessellations in which the grains have orientation drawn from a
uniform orientation distribution function.

The crack process exhibits linear variance growth, which is a
property of random processes which are the sum of identically
distributed random increments. The rate of variance growth
depends on a parameter in the propagation heuristic that controls
the relative importance of the stress acting on a grain boundary
and the misorientation at the grain boundary in determining the
direction of crack propagation. The rate of variance growth also
depends on the grain size in the polycrystal such that the crack
tip position is less uncertain in polycrystals with small grain sizes.
This is believed to be a finding previously unreported, and adds to
the well-known property of increased strength for small-grained
polycrystals.

If the crack path is treated as an incremental process,
the increments are found to be approximately Weibull and
exponential for the crack tip advance increment and the crack tip
diffusion increment respectively. The increments are found to be
cross correlated, and also exhibit correlation between sequential
increments, indicating that the crack path process cannot be
modeled as one with independent increments. Despite this
correlation of the crack process increments, the process is found to
have Gaussian marginal distribution after the first few increments
of crack advance and to have a scaled covariance function that
closely resembles that of the Brownian motion process.

While the majority of results presented in this paper are for
polycrystals that have spatially homogeneous average grain size,
it is shown that a simple extension to the normalization of the
crack statistics allows the same characterizations to be applied
to polycrystals with spatially varying average grain sizes. Finally,
a simple probabilistic model is presented that replicates the
statistics of intergranular crack trajectories, and gives the ability
to rapidly generate large numbers of synthetic cracks. Such a
model should prove useful in investigations of the sensitivity of
macrocracking problems to initial microcrack conditions, as well
as providing statistically realistic microcracks with which to seed
multi-scale fracture analyses.

The key issue left unresolved by this study is the relationship
of the crack propagation parameter w to the actual mechanics
of fracture, namely stress field heterogeneity and grain boundary

fracture toughness. Also, a link between the crack path tortuosity
and the energy required for fracture could provide insight into
the fracture toughness of materials with variable grain size
and differing distributions of grain boundary misorientation.
Furthermore, amore realistic description of fracture in polycrystals
should allow for crack branching and arrest, both of whichmust be
heavily influential on the overall macroscopic fracture response of
materials. Finally, it is not clear whether such an approach would
be applicable to more realistic three-dimensional crack processes
due to the increased geometrical complexity.
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